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1 Introduction

DAPS support in IAB was discussed in RAN2-113e [1], but it was not possible to reach any agreement because there was no common understanding of the “DAPS-like” terminology that has been used by RAN3, as some companies seem to think that NR-DC can be considered to fulfill that. 
In this contribution, we provide further input regarding the use cases for DAPS operation in IAB networks and clarify why it is preferable to a long-term NR-DC configuration for load balancing and avoiding service interruption.
2 Use cases for DAPS in IAB
2.1 Reducing service interruption

Service interruption time during HO can be quite considerable. For example, it could range from 30ms to 60ms in LTE, depending on the handover scenario. In order to reduce this interruption time, the concept of Dual Active Protocol Stack (DAPS) was standardized in rel-16. In DAPS HO, until the RA with the target is performed, the UE continues to perform both UL/DL transmission/reception with the source cell. After a successful RA with the target, the UE performs UL only towards the target, but it can receive DL data from both the source and target. After the DL path from the CN is switched towards the target, the UE receives a reconfiguration message to release the source connection and both UL/DL transmission/reception will be only towards the target. Thus, DAPS will enable the uninterrupted UL/DL transmission/reception during HO, ensuring that the quality of highly delay sensitive services will not be degraded during mobility. 

Observation 1:
DAPS mitigates the problem of service interruption during HO, thereby ensuring the QoS requirements of highly delay sensitive bearers can still be fulfilled during mobility. 
In IAB for Rel-17, though mobile IAB nodes are not considered, IAB nodes can still be subject to migration to another parent node/donor for reasons such as BH RLF and load balancing. For the migration case due to load balancing, DAPS HO is relevant in IAB networks, and even more so to some extent, as the interruption of data flowing to/from the IAB node is likely to affect a multitude of bearers that are being transported over the backhaul link being migrated.

Consider the scenario shown below, where IAB node B is performing a handover from the source DU to the target DU. Also assume that UE1 that is connected to a child of IAB_B (i.e., IAB_A) and UE2 that is connected directly to the IAB_B have radio bearers that are delay intolerant and are mapped 1:1 all the way to the donor DU (not shown in the figure, and which can be several hops away from the source/target DU). That is, for the bearer of UE1, there is a dedicated BH RLC channel between IAB_A and IAB_B, and between IAB_B and its parent, and for the bearer of UE2, there is a dedicated BH RLC channel between IAB_B and its parent.
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Figure 1: Multi-hop IAB scenario.

Once the handover command is received at the IAB_B:

· UL data of bearers of UE1 and UE2, which are being received at IAB_B over the corresponding ingress BH RLC channels, will have to be buffered at the IAB_B from the moment the HO command is received until the migration of IAB_B toward the target is complete (i.e., RACH towards the target node is complete, and the IAB node has sent the RRC Reconfiguration complete message)

· DL data of bearers of UE1 and UE2, which are being received at source DU, cannot be delivered to IAB_B.

Observation 2:
Reducing service interruption over the BH link during IAB migration is an important aspect to consider, as it is likely to affect the performance of a multitude of bearers that are being transported over the concerned BH link.   
Even in scenarios where there are only best effort bearers that are mapped N:1, the fact that DL data that is buffered at the source node that has to pass through the migrating IAB node will not be sent once the handover command is sent to the IAB node means that all the radio resources that were used to transmit these buffered packets between the donor CU-UP and the source DU, which may have been several hops away, was in vain, as these packets have to be resent over the new path to the target DU.

Observation 3:
Apart from service interruption, not supporting DAPS HO for BH RLC channels will result in sub-optimal resource utilization, as data that was already pending at the source parent DU has to be retransmitted all over the new path.   

2.2 Load balancing

The migration/relocation of an IAB node from one parent to another parent, especially in the inter-CU case, is an expensive procedure both from signaling and resource perspective. The high-level overview of the procedure captured the IAB rel-16 TR illustrates this [2]. 
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Figure 2: Inter-CU IAB migration.

Note that in the above diagram, for the case of simplicity, the migrating IAB node is shown to be a leaf node (i.e., it does not have children IAB node). However, intermediate nodes (i.e., nodes that have child nodes) can also be involved in inter-CU relocation, making the relocation even more complex/costly.
The inter-CU migration of an IAB node involves:

· Inter-node communication/negotiation between the source and donor CUs for handling the handover as well as data forwarding between the two CUs

· Admission and allocation of resources on all the hops of the new path (between the new parent node and the new donor DU) 

·  Handover (at least some level of reconfiguration) of all the direct and indirect descendant UEs of the migrating IAB node 

·  Relocation of all the direct and indirect descendant IAB nodes of the migrating IAB nodes to the new donor CU (which involves the migration of all the F1-U/F1-C connections towards the new donor CU)

If the migration of the IAB node is performed due to radio problems with the source parent (e.g., BH RLF or radio signal level/quality insufficient to provide the required QoS for all the BH RLC channels between the IAB node and its parent), then performing all the above steps is a necessary evil. However, if the migration was performed for load balancing purposes, relocating an IAB node and all its descendant UE/nodes could be an overkill (e.g., if the load balancing was required for a short duration) and may cause unnecessary service interruption while the handover is ongoing. 

Observation 4:
The migration of an IAB node for one parent to another, specifically inter-CU migration, is an expensive procedure that has a significant signaling overhead and might lead to considerable service interruption.

Observation 5:
Performing an IAB node migration, specifically inter-CU migration, is inefficient for temporary load balancing purposes.

For load balancing purposes, the network may resort to DC operation between the two parents. This will likely prevent the problem of service interruption that may happen during a handover. But the setting up DC and releasing it when not needed anymore is also an expensive procedure in the context of multi-hop IAB networks that requires most of the steps mentioned above for the case of migration. 

Observation 6:
Configuring the IAB node with DC will alleviate the service interruption problem of relocation for load balancing, but it remains a procedure that is expensive from resources and signaling point of view. 

As discussed in section 2.1, we propose DAPS HO to be used to mitigate service interruption during the migration of an IAB node. However, specifically for the case of load balancing to mitigate temporary load/congestion, DAPS HO is also rather unnecessary, as it still has all the problems mentioned above for the case of IAB migration via a standard HO, except for the service interruption aspect. If the load problem was temporary, the handover, be it DAPS HO or normal HO, would have been in vain, because soon after the HO, the IAB node may be migrated back again to the previous parent (e.g., if the radio conditions with the previous parent node still remains stronger than with the current parent).

Observation 7:
Configuring the IAB node with DAPS HO will also alleviate the service interruption problem of normal IAB migration for load balancing, but it has all the other shortcomings of IAB migration as the IAB node will have to be relocated to the target after all.
3 Enhancing DAPS for IAB

3.1 Enhancements for reducing service interruption
An IAB node transparently forwards the data belonging to the DRBs of the UEs that it is serving (or the UEs that its descendants IAB nodes are serving). As such, the rel-16 DAPS mechanisms, which is configured at a DRB level (i.e., per PDCP entity), can benefit only the DRBs of the IAB MT (i.e., where the PDCP is terminated at the IAB node). And IAB-MT is likely to have no active DRBs, or not configured with DRBs at all, as DRBs at the IAB-MT are supposed to be used for limited functionality such as OAM.  This means UE DRBs that are served by the migrating IAB node or its descendant IAB nodes will not be able to benefit from rel-16 DAPS HO, and thereby experience handover interruption when the IAB node migrates. 
Observation 8:
Rel-16 DAPS, which is configurable at DRB level, will be applicable only for IAB MT DRBs, and thus will not guarantee service continuity for the bearers of direct and indirect descendant UEs of the migrating IAB node. 

One of the major complexities in the standardization of rel-16 DAPS HO was the handling of security. While the DAPS HO is ongoing, the UE will be receiving PDCP packets from both source and target which are encrypted (and optionally integrity protected) with different keys. Thus, enhancements were made in rel-16 so that the single PDCP entity associated with a bearer configured for DAPS can handle the packets from both the source and target. In the case of DAPS enhancement for IAB, which will require support at BH RLC channel level, there will be no such complications, as there is no security at BAP level.

Observation 9:
As there is no security at BAP, there will be no complications related to security if DAPS is performed at BH RLC channel level, making the specification work easier.
Thus, we propose:
Proposal 1:
Enhance DAPS HO to support DAPS configuration per BH RLC channel. 
An example definition of this in 38.331 is shown below, using a similar approach to the way DAPS config is indicated for DRBs:
BH-RLC-ChannelConfig-r16::=      SEQUENCE {

    bh-LogicalChannelIdentity-r16    BH-LogicalChannelIdentity-r16 OPTIONAL,   -- Cond LCH-SetupOnly

    bh-RLC-ChannelID-r16             BH-RLC-ChannelID-r16,

    reestablishRLC-r16               ENUMERATED {true}            OPTIONAL,   -- Need N

    rlc-Config-r16                   RLC-Config                   OPTIONAL,   -- Cond LCH-Setup

    mac-LogicalChannelConfig-r16     LogicalChannelConfig         OPTIONAL,   -- Cond LCH-Setup

    ...,

    daps-Config-r17                  ENUMERATED{true}             OPTIONAL     --Need N
}

3.2 Enhancements for load balancing

As discussed in section 2.2, the shortcoming of rel-16 DAPS HO, even if it has been extended to include BH RLC channels as proposed above, is that at the end it results in the relocation of the IAB node to the target, and thus unsuitable for short term load balancing. Currently, once a UE or IAB-MT is configured with a HO, be it DAPS HO or normal HO, there is no way to cancel the HO on the UE side (i.e., the only option to revert the HO is to wait until the HO is completed and initiate a HO from the target back to the source). 

Observation 10:
The only option to revert a legacy HO (be it normal HO, or rel-16 CHO/DAPS) is to wait until the HO is complete and initiate a HO back to the source.

Thus, to make use of the DAPS for short term load balancing purposes, it is desirable to configure the DAPS without it ending up with a HO. 
Proposal 2:
For the case of load balancing, IAB nodes can be configured to set up DAPS with the source and target and operate in DAPS mode (i.e., receive data from both the source and target for the configured BH RLC channels) without necessarily performing a HO.
4 Conclusions
In this contribution, we discussed the issue of DAPS operation in IAB and the following observations were made:
Observation 1:
DAPS mitigates the problem of service interruption during HO, thereby ensuring the QoS requirements of highly delay sensitive bearers can still be fulfilled during mobility. 
Observation 2:
Reducing service interruption over the BH link during IAB migration is an important aspect to consider, as it is likely to affect the performance of a multitude of bearers that are being transported over the concerned BH link.   
Observation 3:
Apart from service interruption, not supporting DAPS HO for BH RLC channels will result in sub-optimal resource utilization, as data that was already pending at the source parent DU has to be retransmitted all over the new path.   

Observation 4:
The migration of an IAB node for one parent to another, specifically inter-CU migration, is an expensive procedure that has a significant signaling overhead and might lead to considerable service interruption.

Observation 5:
Performing an IAB node migration for the sake of load balancing, specifically inter-CU migration, is unsuitable for load balancing purposes.

Observation 6:
Configuring the IAB node with DC will alleviate the service interruption problem of relocation for load balancing, but it remains a procedure that is expensive from resources and signaling point of view. 

Observation 7:
Configuring the IAB node with DAPS HO will also alleviate the service interruption problem of normal IAB migration for load balancing, but it has all the other shortcomings of IAB migration as the IAB node will have to be relocated to the target after all.
Observation 8:
Rel-16 DAPS, which is configurable at DRB level, will be applicable only for IAB MT DRBs, and thus will not guarantee service continuity for the bearers of direct and indirect descendant UEs of the migrating IAB node. 

Observation 9:
As there is no security at BAP, there will be no complications related to security if DAPS is performed at BH RLC channel level, making the specification work easier.

Observation 10:
The only option to revert a legacy HO (be it normal HO, or rel-16 CHO/DAPS) is to wait until the HO is complete and initiate a HO back to the source.

Based on these observations, the following proposals were made:

Proposal 1:
Enhance DAPS HO to support DAPS configuration per BH RLC channel. 
Proposal 2:
For the case of load balancing, IAB nodes can be configured to set up DAPS with the source and target and operate in DAPS mode (i.e., receive data from both the source and target for the configured BH RLC channels) without necessarily performing a HO. 
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