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1 Introduction
In the previous meeting, several issues related to inter-donor adaptation were either not discussed or were discussed but several major issues remain, including:
· Inter-donor-DU rerouting 

· CP-UP separation

· Inter-topology BAP routing 

· CHO

· DAPS-like 

In this contribution, we will further address these issues. 

2 Inter-donor-DU rerouting

A typical issue linked to inter-donor-DU rerouting is illustrated by an IAB node (IAB node 1b) with two child nodes (IAB node 2a and IAB node 2b) performing inter-DU migration. In this case, several UL packets with BAP routing ID towards ‘old’ donor DU are buffered at IAB node 1b and possibly also e.g. IAB node 2a (the child node of the migrated node). Those buffered packets should be routed to the new donor DU. However, at the target path, the intermediate node does not have a routing entry towards the new donor DU.
The key issue is minimizing data loss in case of donor-DU migration (which may or may not include CU change).
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Fig. 1 (from TR 38.874)

We envisage two possible options:

· Option 1: a default UL F1-U configuration (comprising default BAP routing ID and/or BH RLC CH) is used to re-route all the packets impacted by the migration to the new destination. This default configuration can be used when no routing entry can match the BAP routing ID.
· Option 2: the BAP header change (a list of BAP routing ID information updates, each item including old BAP routing ID and new BAP routing ID) is applied to each packet impacted by the migration individually and used for packet re-routing to the new destination.
In Table 1 below we show a high-level comparison between the two Options:
	
	Signaling enhancement 
	Cons. 

	Option 1
	· Default UL F1-U configuration (e.g., BAP routing ID, BH RLC CH) via RRCReconfiguration
	no QoS differentiation for buffered packets; no load balancing of buffered packets
(Please note that, this may not be a big problem since the number of buffered packets during the migration procedure may not be large)

	Option 2
	· Configurations for BAP header change in RRCReconfiguration message

· Configuration release for BAP header change

· (BAP routing ID notification over Xn for inter-CU case)
	comparatively higher signaling impact

          


Table 1

Proposal 1-1: RAN2 to discuss Options 1 & 2, using the above descriptions and comparison Table as starting point.
When it comes to Option 1, there are two sub-options for configuring the default UL F1-U configuration:

· Use HO CMD (RRCReconfiguration);
· Use additional RRCReconfig message after RRCReconfigurationComplete message.
If there are descendant nodes under IAB node, the RRCReconfiguration (HO CMD) can be used as well to configure default UL F1-U configuration for these nodes.

Proposal 1-2: RAN2 to discuss the signaling used to configure Option 1.

In case of descendant nodes with their own UL traffic, the descendant node checks the entries in the routing table (which may now be outdated, since the BAP address of the migrated parent node is changed) and then routes the data. In essence, the link(s) to the migrated parent nodes are available but the current behaviour will use the already configured routing tables and this can lead to loss of data, especially if the descendant node receives the default BAP Routing ID and default BH RLC channel configuration before or in parallel with the handover of the migrating IAB-node. Rel-16 fix for this issue was discussed (see e.g. R2-2009662) but it was decided not to introduce normative solutions to this issue.

Since this issue is indirectly being revisited, we should try and fix this – one way being a procedure whereby default BAP routing ID and BH RLC channel are configured to descendant nodes before the migrating IAB node completes its HO procedure.

It is additionally worth noting that for the case of intra-CU/inter-DU migration, the BAP reconfiguration to descendant nodes may not be needed. However, for inter-CU migration, the BAP address may need to be changed for descendant nodes as well, since those BAP addresses are assigned by target CU.
Proposal 1-3: RAN2 to discuss the issues of descendant nodes outlined above.

For Option 2, depending on the design there may be a time gap between reception of HO CMD (containing BAP header change configuration), and reception of F1AP including new routing configuration; we foresee two possible solutions:

· Case 1: header change configuration and new routing configuration are both contained in HO CMD
· In this case, impacted packets are simply buffered until RRC configuration is completed

· Case 2: header change config is in HO CMD, while new routing config is received after RRCReconfigComplete

Proposal 1-4: RAN2 to discuss the signaling used to configure Option 2.
3 CP-UP separation
· Support of split SRB2 for F1-C traffic

In last meeting, the following agreement are achieved:

· SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases)
· Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases)
Currently, the split SRB2 is utilized for the RRC message transfer as 

	else (i.e. the PDCP duplication is deactivated for the RB or the RB is a DAPS bearer):

-
if the split secondary RLC entity is configured; and

-
if the total amount of PDCP data volume and RLC data volume pending for initial transmission (as specified in TS 38.322 [5]) in the primary RLC entity and the split secondary RLC entity is equal to or larger than ul-DataSplitThreshold:

-
submit the PDCP PDU to either the primary RLC entity or the split secondary RLC entity;

<unrelated part is omitted>

-
else:

-
submit the PDCP PDU to the primary RLC entity.


In this sense, if the PDCP&RLC data volume is smaller than the threshold, the RRC message should be transmitted via the primary RLC entity. However, F1-C transport is determined by the explicit configuration of F1-C transfer path. Thus, some exceptions should be defined for split SRB2 when transmitting F1-C traffic, e.g., if split SRB2 RRC message contains the F1-C traffic only, its transmission should follow the configuration of F1-C transfer path. On the other hand, the split SRB2 RRC message may contain F1-C traffic and other information unrelated to IAB; in this case, how to deal with its transmission (e.g., follow legacy split SRB2 method, or follow the configuration of F1-C transfer path) needs further discussion.
Proposal 2-1: in order to support F1-C via split SRB2, the following issues should be discussed:

· Exceptions for F1-C traffic via split SRB2

· How to deal with the split SRB2 RRC message if it contains F1-C traffic and other information unrelated to IAB. 
· Additional support for SRB3

Over Xn interface, the split SRB2 establishment may be refused by the SN. In this case, the SRB3 can be used for the F1-C traffic transfer. Thus, SRB3 can be also supported. Specifically, the MN can send the request for F1-C traffic transfer, and then SN can determine to admit split SRB2 or set up SRB3.  

Proposal 2-2: SRB3 should be supported for F1-C traffic transfer when split SRB2 is not admitted by SN. 

· F1-C traffic transfer path configuration

During the e-mail discussion, “(MN, SN, both)” and “(MCG, SCG, both)” are proposed. We think the latter one makes more technical sense since the selected path is referring to cell group. On the other hand, we are also considering a configuration of indicating the used cell group ID to support the potential multi-connectivity in the future. 
Proposal 2-3: the F1-C traffic transfer path configuration is “(MCG, SCG, both)” if a future-proof way is not agreeable in RAN2; otherwise, RAN2 can discuss such configuration to support potential multi-connectivity in the future. 
· RRC Message for F1-C traffic

At the MCG, similar to Rel-16, DLInformationTransfer and ULInformationTransfer can be used. For SCG, this depends on which SRB is selected. If split SRB2 is selected, DL information and UL Information can be reused for both scenario 1 and scenario 2. If SRB3 is selected, DLInformationTransfer and ULInformationTransfer can be used at the MCG for scenario 1, DLInformationTransferMRDC and ULInfomrationTransferMRDC can be used at SCG for scenario 2
Proposal 2-4: DLInformationTransfer and ULInformationTransfer are enhanced to include F1-C traffic container. 

Proposal 2-5: if SRB3 is selected for scenario 2, DLInformationTransferMRDC and ULInformationTransferMRDC are enhanced to include F1-C traffic container as well. 
· Support F1-C traffic via both RRC and BH RLC CH at the same cell group

This issue comes from the NR RRC support for F1-C traffic. Thus, at the BH link configured with F1-C traffic transfer, the IAB node can also use the NR RRC for F1-C traffic, e.g., split SRB2. We understand that a general understanding is that as long as BH CH is configured, the F1-C should be transmitted via BH CH. However, as long as NR RRC is enhanced for F1-C traffic, there is no way to forbid the IAB node to use NR RRC. Thus, we consider the following two options:
· Option 1: F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.

· Option 2: An explicit configuration is sent to the IAB-MT by indicating either F1-C-over-BAP or F1-C-over-RRC
It seems that option 1 is aligned with companies’ understanding. Thus, we propose
Proposal 2-6: RAN2 agreed to add the following clarification in the specification: 
· F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.
4 Inter-topology BAP routing
· Option down-selection

During the e-mail discussion, the following options are separately analyzed:
· Option 1: OAM-based solution

· Option 3a: Routing via unique identity – Extended BAP address 

· Option 3b: Routing via unique identity – separate LCID

· Option 4: BAP header rewriting based on BAP-routing-ID

· Option 5: BAP header rewriting based o IP header

Among those options, option 1 is by default allowed, and it will introduce the smallest specification impact. However, we cannot rely this option only since it may not be applicable for inter-vendor case (e.g., donor 1 and donor 2 belongs to different vendors). Thus, on top of option 1, we need define an additional scheme to deal with inter-topology BAP routing. 
For option 3a, it introduces additional overhead for each packet, although the length of the topology ID in the extended BAP address is unnecessarily long. For option 3b, it restricts the flexibility of eLCID allocation in both topologies, and it introduce additional routing table configuration. Thus, these two options can be down-selected. 

For option 5, it changes the protocol stack of Rel-16, i.e., the IP layer of each packet should be processed at the intermediate IAB node. This is not a backward compatible change. Technically, RAN3 should be involved for this option. However, considering the huge change compared to Rel16, this solution can be down-selected in RAN2. 

The email discussion indicates the majority support for Option 4. Thus, we propose
Proposal 3-1: for inter-donor redundancy, the option 4 (i.e., BAP header rewriting based on BAP-routing ID) is supported on top of OAM-based solution. 
· Issues for option 4
 The following figure shows the operation of option 4 in both DL and UL. 
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Fig. 1 BAP header rewriting

For UL, the boundary IAB node should identify the packets from descendant nodes to perform BAP header rewriting. For example, the BAP routing ID should be changed from 2 to 10 for the packets over ingress BH RLC CH 2 from the descendant node. For DL, the boundary IAB node should perform BAP header rewriting for the packets from the IAB node 2. For example, the BAP routing ID should be changed from 12 to 4 for the packets over ingress BH RLC CH 1 from IAB node 2.  To realize the above BAP header rewriting, the following issues should be resolved:
· Issue 1: configuration at boundary IAB node for BAP rewriting
This issue aims at identifying the packets needing BAP header rewriting. When a packet is received, an IAB node can derive: 1) BAP routing ID, 2) ingress BH RLC CH, 3) prior-hop node BAP address, and 4) cell group ID for reception in DL. Thus, those information should be used to identify the packet needing header rewriting. After identifying the packet, the boundary IAB node also needs determine new BAP header and how to forward the packet, which can be described by 1) new BAP routing ID, 2) egress BH RLC CH, 3) next-hop node BAP address, and 4) cell group ID for transmission in UL. 
Observation 2: to configure the BAP header rewriting at the boundary IAB node, the following information should be provided:

· Ingress part: ingress BAP routing ID (old one), ingress BH RLC CH, prior-hop node BAP address, cell group ID for DL
· Egress part: egress BAP routing ID (new one after rewriting), egress BH RLC CH, next-hop node BAP address, cell group ID for UL
· Issue 2: inter-CU signalling
The inter-CU signalling is mainly used to provide BAP routing and bearer mapping related configurations in topology 2 (which is redundant topology for load balancing). After that, the donor of the boundary IAB node can configure the BAP header rewriting. The signalling steps are:

· Step 1: donor 1 CU provides information of offload traffic to the donor 2 CU
In last RAN3 meeting, the following agreements are achieved:

· For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported

· In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic
Thus, the information of the offloaded traffic should be provided at the granularities of GTP-U tunnel and TNL association, respectively, for F1-U traffic and F1-C traffic. Specifically, the provided information in this step may contain, e.g., destination IP address for DL, QoS information for F1-U traffic, CP signalling type, etc.  
· Step 2: donor 2 CU responses with BAP layer configuration over the topology 2  
         For each offload traffic (e.g., traffic over one GTP-U tunnel, traffic over one TNL association), the donor 2 CU should determine the ingress link information for DL (e.g., ingress BH RLC CH, prior-hop node BAP address, ingress BAP routing ID), and/or egress link information for UL (e.g., egress BH RLC CH, next-hop node BAP address, egress BAP routing ID). 
Observation 3: to support BAP header rewriting, the inter-donor signaling may contain:

· Donor 1 CU to Donor 2 CU: information of the offloaded traffic at the granularity of GTP-U tunnel for F1-U traffic and at the granularity of TNL association for F1-C traffic, e.g., destination IP address for DL, QoS information for F1-U traffic, CP signaling type, etc. 

· Donor 2 CU to Donor 1 CU: ingress link information for DL (e.g., ingress BH RLC CH, prior-hop node BAP address, ingress BAP routing ID) and/or egress link information for UL (e.g., egress BH RLC CH, next-hop node BAP address, egress BAP routing ID)

· Issue 3: descendant node configuration

The traffic via different topologies should apply different IP addresses. Specifically, the traffic via topology 1 should use IP address(es) different from that via topology 2. Thus, the descendant node should be configured two sets of IP addresses for two different topologies. Meanwhile, the descendant node should have the information to determine the IP address for the traffic via different topologies. 
Observation 4: to help the IP address setting, the descendant node should be configured with

· Two sets of IP address(es) belonging to two different topologies

· Assistant information to determine the IP address 

The above three observations are related to stage 3 details, and most of signaling design are in RAN3 scope, i.e.,

· BAP header rewriting configuration is related to the BAP routing and bearer mapping configuration, which is realized by F1AP message in Rel-16
· Inter-CU signaling is naturally in RAN3 scope 

· The assistant information to determine the IP address has been addressed in Rel-16 for intra-donor topology redundancy, i.e., using the BAP address in the configured UL mapping to implicitly help IAB node set the IP address, as shown below. In Rel-17, we may need further discussion on this issue.
------------------------------------------Citation from TS38.473------------------------------------------------

9.3.1.114
BH Information

This IE includes the backhaul information for UL or DL.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Routing ID
	O
	
	9.3.1.110
	This IE is not needed for the BAP control PDU.

For UL F1-U traffic, the BAP address included in this IE also indicates the IAB-donor-DU via which the DL traffic is transmitted.

	Egress BH RLC CH List
	
	0..1
	
	

	>Egress BH RLC CH List Item
	
	1..

<maxnoofEgressLinks>
	
	

	>>Next-Hop BAP Address
	M
	
	9.3.1.111
	This IE identifies the next-hop node on the backhaul path to receive the packet. The value of this IE should be unique in the whole list.

	>>Egress BH RLC CH ID
	M
	
	BH RLC Channel ID

9.3.1.113
	This IE identifies the BH RLC channel in the link between the gNB-DU and the node identified by the Next-Hop BAP Address IE.


------------------------------------------End of citation------------------------------------------------

 Since most of the work is in RAN3 scope, it is better to send LS to RAN3. 
Proposal 3-2: after selecting option 4 (BAP header rewriting based on BAP-routing-ID), an LS to RAN3 can be prepared for the following signalling design details:

· configuration at boundary IAB node for BAP rewriting
· inter-CU signalling for cross topology routing

· assistant information for IP address selection at IAB node
5 CHO 

During the e-mail discussion, the following open issues need further discussion:

· Migration of descendant IAB nodes/UEs

During the migration procedure, the descendant node should apply the configurations corresponding to the migrated IAB node. Thus, if the migrated IAB node performs the CHO, the descendant node should be aware of the target cell selected by the migrated node so as to apply the corresponding configuration. In other words, some enhancements may be needed for the migration of descendant IAB nodes/UEs. Moreover, we assume the CHO is applicable for both intra-CU/inter-DU and inter-CU migration. Since RAN3 is still carrying out inter-donor migration. We think the migration of descendant IAB nodes/UEs during CHO can be discussed later when RAN3 has some conclusions for inter-CU migration. 

Proposal 4-1: RAN2 study the CHO for the top-level migrated IAB node first. The migration of descendant IAB nodes/UEs can be further discussed after RAN3 concludes the inter-CU migration. 

· Other CHO execution condition

CHO is used for guaranteeing the fast connection trials upon the unexpected channel degradation in short time. Because the channel degradation was the main reason on this case, the condition for triggering CHO was only on channel situations like A3/A5. Our main concern regarding IAB network is that only considering channel as a triggering condition for CHO cannot catch up with the connection loss with the donor node. If an IAB node is single connected to its parent node, and received the RLF detection indication from that parent node, then there will be loss of connection with its donor node. The duration of connection loss will be varying on the situation. The duration consists of cell selection and RRC Reestablishment procedure (RA+Tx of RRCReestablishmentRequest+Rx of RRCReestablishment+Tx of RRCReestablishment). Moreover there is the possibility of failure of this RRC reestablishment procedure, which means there would be the delay of maximum value of timer T301, T311 and more. If the IAB node with DC configured receives RLF detection notification, then that can be handled by using BAP layer rerouting to detour to the available link. Otherwise, the only thing IAB node is just to wait for the recovery of parent node. This is the exact objective to be tackled in this WI (below captured). Otherwise, actually there is no solution on the table to handle this. 

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
There was the concern that executing CHO at type 2 RLF indication would make topology unstable; however, normal migration procedure is already specified, and CHO is reusing that procedure. Moreover, configuration of CHO is already agreed in IAB, which means topology instability is acceptable up to a point. 

Observation 5. CHO is already agreed for IAB, which means the corresponding topology change and any instability incurred is tolerable.

If the RLF at parent is expected to be recovered soon, then network doesn’t need to buy this solution. Otherwise, network might need this. Obviously this is up to the network decision. 
Proposal 4-2: RAN2 agrees to CHO when the single connected IAB node has received RLF detection indication from its only parent IAB node, of which configuration is up to the network.

If this is agreed, we can further consider the details on CHO. CHO execution only upon receiving type 2 RLF indication is insufficient since there is no guarantee that the selected or preconfigured candidate target cell has the minimum channel quality to be accessed. Therefore, there should be the mechanism to guarantee the channel quality on the target cell. It is simple to use A4 on this to guarantee the minimum channel quality. 

Proposal 4-3: RAN2 agree that single connected IAB node receives type 2 RLF indication should execute CHO only to the candidate cell of which channel quality is better than preconfigured threshold value.
6 DAPS-like solution

During the e-mail discussion, companies are still confused by the concept of DAPS-like solution. Here, we would like share our understanding. In Rel-17, three use cases, i.e., load balancing, robustness and reduction of service interruption, should be covered. The support of those use cases are highly depends on the capability of the IAB-MT and the signal coverage of parent node(s):

· Case 1: IAB-MT only has the capability of single connectivity

In this case, the inter-donor migration is used for the load balancing. CHO can be used for robustness. However, the interruption introduced by accessing to new parent node is inevitable. Thus, the schemes for the service interruption should focus on the interruption after accessing to the new parent node. 
· Case 2: IAB-MT has the capability of simultaneous connectivity, and the signal strength from two parent nodes is strong enough for a long period

In this case, the NR-DC can be applied for load balancing, robustness and service interruption reduction. 

· Case 3: IAB-MT has the capability of simultaneous connectivity. However, the signal strength from two parent nodes cannot be strong enough for a long period (i.e., the signal strength of one parent node will be degraded gradually) 
In this case, inter-donor migration and CHO can be used for load balancing and robustness, respectively. For the service interruption, different from case 1, this case allows the simultaneous connectivity with two parent nodes when IAB-MT accesses to the new parent node. Thus, some schemes can be designed to further reduce the interruption during the procedure that IAB-MT accesses to the new parent node. One possible choice is the NR-DC. However, for IAB-MT, the signaling overhead introduced by NR-DC is too large considering that the reduced interruption is a short period. Alternatively, the DAPS in Rel-16 can be considered since it is originally used to reduce the interruption during the procedure that the UE accesses to the target cell. Moreover, the signaling overhead of Rel-16 DAPS HO is much smaller compared to the NR-DC.  However, Rel-16 DAPS cannot be applied to IAB-MT directly since it is configured on per-DRB basis and requires the involvement of PDCP. Thus, DAPS-like solution is proposed to allow simultaneous connection with source and target parents on per-BH RLC CH basis.  
Proposal 5-1: the DAPS-like solution aims at the service interruption reduction during the IAB migration procedure, where the IAB-MT has the capability of simultaneous connectivity and the signal strength from source parent node cannot be strong enough for a long period (i.e., the signal strength of source parent node is degraded gradually). 
During IAB-MT migration procedure, the BH link towards the parent node is disconnected so that the data transmission will be stopped. Besides, the IAB-MT migration may introduce the additional interruption. Specifically, to ensure the data transmission of the UEs and descendant IAB-MTs, several F1 configurations should be updated in order to resume the F1-C/F1-U transmission, which causes the additional interruption; moreover, if IAB-DU migration is performed, further interruption will occur due to the F1 setup, serving cell switching, etc. In summary, the IAB migration may result in larger interruption due to the F1 interface configurations. Thus, it is beneficial to design a scheme to reduce the service interruption during IAB migration. 

Proposal 5-2: RAN2 agrees to design a scheme of service interruption reduction during IAB migration procedure. 

With the above understanding on the use case of DAPS-like solution, we can further discuss the DAPS-like solution architecture. During the procedure of accessing target cell, the IAB-MT can keep the connection with the source parent node. The intention is to keep data transmission with source parent on per-BH RLC CH basis. However, in Rel-16, DAPS does not allow the simultaneous UL transmission for the UE. The question is whether such constraint should be applied for IAB-MT for DAPS-like solution. In our understanding, when IAB-MT performs the HO from the source parent node to the target parent node, the Rel-16 DAPS handover can be applied in order to reduce the service interruption of IAB-MT’s own traffic. Meanwhile, the communication with the source parent node can be extended to the BH RLC CHs as well. In this sense, the simultaneous UL transmission is not allowed for DAPS-like solution as well. Thus, such DAPS-like solution can be considered as the starting point. However, we are also open for considering the simultaneous UL transmission to two parent nodes for IAB-MT. 
Proposal 5-3: as a starting point, the DAPS-like solution assumes the simultaneous DL transmission with source and target parent nodes on per-BH RLC CH basis. FFS on the simultaneous UL transmission on per-BH RLC CH basis. 
7 Other RLF related issue
As observed in previous topology adaptation discussions, and cited by rapporteur for RLF type 2/3 issues, there is another issue to be discussed in CP aspects: the deactivation of IAB support indication in SIB1. The main motivation is the IAB node which has failed on the recovery of RLF (so had transmitted type 4 RLF indication to its child node) doesn’t have connection with the network for a while. And this IAB node should be avoided for access by, at least, other IAB node(s). There were the opinions that handling of this is up to the implementation. However if this (keeping IAB support indication after type 4 RLF indication reception) is allowed, then any other IAB node accessing to this node (i.e., without connection with the network) will also be affected by the connection failure. Keeping IAB support bit in this case will have no benefit. 

Observation 6. If not muting IAB support bit in SIB when the IAB node receives type 4 RLF indication from its single parent IAB node, other accessing IAB node to this node will also experience connection failure. 

Proposal 6-1: RAN2 agree that IAB node deactivate iab-support bit in SIB1 broadcasted from its DU when it receives the type 4 RLF indication from its single parent IAB node. 
8 Conclusions
In this contribution, we address open issues for topology adaptation, and propose:
· Inter-donor-DU rerouting 

Proposal 1-1: RAN2 to discuss Options 1 & 2, using the above descriptions and comparison Table as starting point:
   Option 1: a default UL F1-U configuration (comprising default BAP routing ID and/or BH RLC CH) is used to re-route all the packets impacted by the migration to the new destination. This default configuration can be used when no routing entry can match the BAP routing ID.
   Option 2: the BAP header change (a list of BAP routing ID information updates, each item including old BAP routing ID and new BAP routing ID) is applied to each packet impacted by the migration individually and used for packet re-routing to the new destination.
Proposal 1-2: RAN2 to discuss the signaling used to configure Option 1.

Proposal 1-3: RAN2 to discuss the issues of descendant nodes outlined above.
Proposal 1-4: RAN2 to discuss the signaling used to configure Option 2.
· CP-UP separation:

Proposal 2-1: in order to support F1-C via split SRB2, the following issues should be discussed:

· Exceptions for F1-C traffic via split SRB2

· How to deal with the split SRB2 RRC message if it contains F1-C traffic and other information unrelated to IAB. 

Proposal 2-2: the SRB3 should be supported for F1-C traffic transfer when split SRB2 is not admitted by SN. 
Proposal 2-3: the F1-C traffic transfer path configuration is “(MCG, SCG, both)” if a future-proof way is not agreeable in RAN2; otherwise, RAN2 can discuss such configuration to support potential multi-connectivity in the future. 
Proposal 2-4: DLInformationTransfer and ULInformationTransfer are enhanced to include F1-C traffic container. 

Proposal 2-5: if SRB3 is selected for scenario 2, DLInformationTransferMRDC and ULInformationTransferMRDC are enhanced to include F1-C traffic container as well. 
Proposal 2-6: RAN2 agrees to add the following clarification in the specification: 
· F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.
· Inter-topology BAP routing 
Proposal 3-1: for inter-donor redundancy, the option 4 (i.e., BAP header rewriting based on BAP-routing ID) is supported on top of OAM-based solution. 
Proposal 3-2: after selecting option 4 (BAP header rewriting based on BAP-routing-ID), an LS to RAN3 can be prepared for the following signalling design details:

· configuration at boundary IAB node for BAP rewriting
· inter-CU signalling for cross topology routing
· assistant information for IP address selection at IAB node
· CHO

Proposal 4-1: RAN2 study the CHO for the top-level migrated IAB node first. The migration of descendant IAB nodes/UEs can be further discussed after RAN3 concludes the inter-CU migration. 
Proposal 4-2: RAN2 agrees to CHO when the single connected IAB node has received RLF detection indication from its only parent IAB node, of which configuration is up to the network.

Proposal 4-3: RAN2 agree that single connected IAB node receives type 2 RLF indication should execute CHO only to the candidate cell of which channel quality is better than preconfigured threshold value.
· DAPS-like solution

Proposal 5-1: the DAPS-like solution aims at the service interruption reduction during the IAB migration procedure, where the IAB-MT has the capability of simultaneous connectivity and the signal strength from source parent node cannot be strong enough for a long period (i.e., the signal strength of source parent node is degraded gradually). 
Proposal 5-2: RAN2 agrees to design a scheme of service interruption reduction during IAB migration procedure. 
Proposal 5-3: as a starting point, the DAPS-like solution assumes the simultaneous DL transmission with source and target parent nodes on per-BH RLC CH basis. FFS on the simultaneous UL transmission on per-BH RLC CH basis. 
· Other RLF related issue
Proposal 6-1: RAN2 agree that IAB node deactivate iab-support bit in SIB1 broadcasted from its DU when it receives the type 4 RLF indication from its single parent IAB node. 
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