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1	Introduction
In this document, we discuss the follow-up question in SA2’s LS [S2-2102077]  and provide observations regarding expected impacts on RAN to support MBS session activation notification using MBS session ID for both supporting and non-supporting NG-RAN nodes. 
SA2 clarified in their reply LS [S2-2102077] that there are no session start/stop procedures but only activation and inactivation procedures apply for MBS multicast session. When an MBS multicast session is in the inactive state, UEs that joined the session may be in CM_IDLE and also a UE may join an MBS multicast session that is in the inactive state. 
SA2 asked two follow-up questions:
	SA2 response:
SA2 would like to confirm that it is necessary for UE to receive the MBS Session activation notification (e.g., legacy paging) when it is served by a non-supporting NG-RAN node. 
SA2 follow-up question: SA2 asks RAN2/RAN3 for feedback on whether UEs camping on non-supporting NG-RAN nodes can be notified using MBS session ID or the 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation. 



	SA2 response:
SA2 concludes that it is beneficial, e.g. for signalling efficiency, to support 5GC requesting NG-RAN nodes to notify session activation of an MBS session to UEs based on MBS session ID, at least to NG-RAN nodes supporting MBS. 
SA2 follow-up question: SA2 requests RAN2 for confirmation whether NG-RAN node can notify session activation to UEs based on MBS session ID. SA2 normative work on this aspect will be pending RAN2 conclusion.



In RAN2#113bis-e RAN2 reached following agreements:
Support group notification for multicast for MBS supporting nodes
For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 
It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states

For the reply LS
For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.
For supporting nodes, using MBS session ID is feasible. 

2	Discussion
2.1	Channel for group notification
From the RAN2 discussions it should be noted that we renamed group paging as shown in SA2 discussion to group notification as there is no agreements yet whether we should be using MCCH or PCCH (or something else) for the notification of multicast session. 
Observation 1: It is FFS in RAN2 which channel is used for group notification
In RAN2 past meetings we have agreed that delivery mode 1 is used for multicast services but so far delivery mode 2 has not been agreed to be used for multicast services. For delivery mode 1 RAN2 has agreed that a UE in RRC_CONNECTED is not required to monitor group notification channel. Additionally, RAN2 has agreed for a UE in RRC_CONNECTED state that the network would provide MBS configuration in RRCReconfiguration message. Additionally, RAN2 has so far only agreed to support multicast transmission in RRC_CONNECTED state. 
As can be seen by above listed agreements that for gNB only supporting multicast services there is no need to provide multicast configuration for UEs in RRC_IDLE/RRC_INACTIVE
Observation 2: The network is not required to provide multicast configuration for UEs in RRC_IDLE/INACTIVE.
Based on above it seems that the network supporting multicast services does not need MCCH channel for any other purpose than possibly, if agreed, to support group notification.
Observation 3: The network supporting multicast services does not require MCCH channel for any other purpose than possibly, if agreed, to support group notification
From our point of view it is desirable that the network that does not use broadcast services is not required to broadcast MCCH channel in the system as it would simplify NW implementation and also in our view UE implementation as then UE could follow regular paging channel to get group notifications to transfer UE to RRC_CONNECTED to receive multicast services. Also, the definition and support of MCCH for multicast for the solemn purpose of group notification seems unnecessary considering PCCH is already available and could be enhanced to support group notification.  
Proposal 1: Use paging for group notifications
2.1.1	Details of PCCH group notification design
A group notification mechanism i.e. paging mechanism utilized by PCCH needs to consider various aspects:
1. What is DRX/paging occasion for group paging mechanism?
2. Do we have separate paging channel for group paging?
In order to get most benefit from group paging overhead it would be desirable that for a multicast service UEs would be listening to same paging occasion:
Observation 4: From overhead point of view it would be desirable that all UEs follow same paging occasions for a given multicast service
But from UE point of view it would be desirable to have paging occasions simultaneously with unicast paging but naturally this does not work with group paging if all the UEs follow same paging occasions for group notification as there is no way to ensure that all the UEs listening to same group paging occasions would be also be listening at the same time to unicast paging unless we would modify existing unicast paging mechanism. This would not be wise thing to do as it would result in PRACH overload as unicast paging occasions would be concentrated. 
Alternatively, one could consider that the network sends group notification in the same occasions as UE is listening to unicast paging but this would then diminish the gains regarding overhead as NW would need to send notification for same service in many occasions.
Observation 5: From overhead point of view it would not be good that UE only listens to legacy unicast paging occasions for group notification
Proposal 2: For group paging UE may be required to monitor different paging occasions compared to legacy unicast paging
Assuming that we use different identity to determine paging occasions for group paging (e.g. TMGI or 5G-S-TMSI) then one needs to consider do we reuse existing paging occasion formula or define new one. From simplicity point of view reusing existing formula would be simple but on the other hand it can cause that in some occasions there is concentration of pagings as both unicast and multicast paging may “collide”. 
Observation 6: By defining new formula for paging occasions calculation one could avoid simultaneous need for unicast and group paging.
But as it is possible easily to indicate multicast service identity in the same paging message as unicast paging and we assume that there won’t be very frequent notifications for multicast services we think we could start the design just by reusing the existing paging formula and then if later found we can easily modify paging formula for multicast paging. When reusing the existing paging formula with different paging identity for multicast services, paging occasions of different services will not be the same, which should even the load on PCCH.  
Proposal 3: Assume that we use existing paging formula for group paging. FFS whether there is need to shift group paging not to collide with unicast paging
Then one would need to also consider what is paging DRX for group paging. For unicast paging in the system information one provides a default DRX setting and same could be followed for group paging as well. Whether there is need for different DRX setting for group paging could be possible but probably not urgent to decide at this point as realization of that should be simple.
Proposal 4: Paging DRX for group paging could follow unicast default DRX paging cycle. It could be left FFS whether new cycle will be defined as well.
The group paging RRC message can be introduced through adding a new paging identifier to existing paging message, adding new PCCH message type or through the definition of a new group paging channel, which requires an allocation of dedicated RNTI value for this purpose. 
Adding new PagingUE-Identity to existing paging message is possible through ASN.1 extension mechanism. This would be rather simple alternative although paging message size through the extension will increase somewhat. From ASN.1 coding efficiency point of view better alternative could be to define new PCCH message type for group paging. 
If we use different/new paging message, we will have problem if we use same paging occasion formula for both unicast and group paging that in some situation network would need to page both unicast and group at same occasion. This would not be possible with different paging message but would be possible if just add new paging identity to the existing paging message. 
Observation 7: If we define a new paging message it would not be possible to use existing paging occasion formula for both unicast and group paging without impact to one of the services as in some situation network would need to page both unicast and group at same occasion.
Proposal 5: Add new paging identity the paging message to indicate multicast paging (e.g. TMGI)
 
2.2	PRACH for group notification
Another issue with group paging is that many UEs would start PRACH procedure simultaneously. This would need some sort of handling to avoid congestion on PRACH resource. The PRACH resources configured in SIB1 are configured for a typical unicast load in a cell when PRACH transmissions are distributed over time more evenly. If there are too few PRACH resources, then random-access procedures are likely to fail due to collisions. On the other hand, configuring too much PRACH resources all the time (statically) would be wasteful. The number of UEs that joined an MBS multicast session can change quite dynamically, which means that the network would need to update system information frequently if it wants to keep the PRACH resources in proportion to the number of UEs that may respond to the group paging. The frequent system information updates would impact at least all UEs interested in MBS assuming that MBS SIB carries PRACH configuration for the group paging. 
Regarding use cases for group notification requiring possible lots of accesses that would not tolerate delays could be e.g. public safety scenario where one should not cause additional excessive delay due to PRACH congestion.
Observation 8: There are use cases (e.g. public safety) which does not tolerate excessive delays caused by PRACH overload.
There are various ways how to deal with this but naturally this comes with extra complexity to existing PRACH procedure e.g. one could provide different PRACH resources for group paging purpose or distribute access for UEs in time. But it should be noted that without group paging if the network needs to page lots of UEs simultaneously with unicast paging similar issue with PRACH capacity will be there.
Proposal 6: RAN2 needs to have solution to solve PRACH overload issue e.g. by providing more temporary resources in the group notification and/or distributing accesses in time
4	Conclusion
The analysis of the MBS session activation notification using MBS session ID provided led to the following observations:
Observation 1: It is FFS in RAN2 which channel is used for group notification
Observation 2: The network is not required to provide multicast configuration for UEs in RRC_IDLE/INACTIVE.
Observation 3: The network supporting multicast services does not require MCCH channel for any other purpose than possibly, if agreed, to support group notification
Observation 4: From overhead point of view it would be desirable that all UEs follow same paging occasions for a given multicast service
Observation 5: From overhead point of view it would not be good that UE only listens to legacy unicast paging occasions for group notification
Observation 6: By defining new formula for paging occasions calculation one could avoid simultaneous need for unicast and group paging.
Observation 7: If we define a new paging message it would not be possible to use existing paging occasion formula for both unicast and group paging without impact to one of the services as in some situation network would need to page both unicast and group at same occasion.
Observation 8: There are use cases (e.g. public safety) which does not tolerate excessive delays caused by PRACH overload.
Proposal 1: Use paging for group notifications
Proposal 2: For group paging UE may be required to monitor different paging occasions compared to legacy unicast paging
Proposal 3: Assume that we use existing paging formula for group paging. FFS whether there is need to shift group paging not to collide with unicast paging
Proposal 4: Paging DRX for group paging could follow unicast default DRX paging cycle. It could be left FFS whether new cycle will be defined as well.
Proposal 5: Add new paging identity the paging message to indicate multicast paging (e.g. TMGI)
Proposal 6: RAN2 needs to have solution to solve PRACH overload issue e.g. by providing more temporary resources in the group notification and/or distributing accesses in time

