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Introduction
In case a multicast session of a large group is started there can be potential congestion scenarios, which are further discussed in this contribution:
· Notification 
· PRACH access 
· RRC reconfiguration
[bookmark: _Toc242573354]Background
RAN2#113bis-e
The following agreements were reached via offline #031 [1]:
· There is Support to have group notification for multicast for MBS supporting nodes (e.g. paging)
· Support group notification for multicast for MBS supporting nodes
· For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 
· It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
· Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states
· For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.
· For supporting nodes, using MBS session ID is feasible. 
RAN2 informed SA2/RAN3 about the agreements in an LS [2], where it was also indicated that there was no consensus on the need for group notification on non-supporting nodes. Signalling aspects of group notification on non-supporting nodes is further discussed in RAN3 [3] and SA2 [4].
Discussion
Notification
PCCH or MCCH for group notification
For broadcast it has been agreed to use MCCH for notification of session start. We think it is unlikely that broadcast and multicast will be deployed simultaneously, and that then there is synergy to use MCCH for notification in multicast as well. We think it is less costly to use paging for notification with multicast: 
Observation 1: It is less costly to re-use paging for multicast instead of introducing a new channel. 
Furthermore the UE may benefit from paging enhancements such as PEI, group info, and cross slot scheduling to save power, and the UE would not be required to monitor both PCCH and MCCH: 
Observation 2: The UE may benefit from power saving enhancements with paging PCCH (e.g. PEI, UE grouping, CSS), and is not required to monitor MCCH in addition to PCCH.
In case there is a strong latency requirement, that motivate MCCH with shorter periodicities, then the multicast UE can be kept in connected mode to avoid the paging latency: 
Proposal 1: PCCH is used for group paging.
Unicast paging on non-supporting nodes
In our understanding MBS will not be deployed based on subscriber densities or subscriber usage, i.e. that would be costly and complex for the NW to manage. But there will just be some parts or nodes in the network that do not support MBS:
Observation 3: MBS is not necessarily deployed based on subscriber densities or subscriber usage, but some nodes in the network may or may not support MBS.
Due to mobility the subscriber densities in the cell may constantly change, e.g. there could be an MCPTT emergency in a cell not supporting MBS: 
Observation 4: There could be an MCPTT emergency in a cell not supporting MBS.
Thus a non-supporting nodes may experience congestion due to paging similar as a supporting node may:
Observation 5: A non-supporting node may experience paging congestion similar as a supporting node.
And a non-supporting nodes may experience PRACH congestion similar as a supporting node may:
Observation 6: A non-supporting node may experience PRACH congestion similar as a supporting node.
MBS on a non-supporting node can only be provided via PTP (i.e. individual delivery mode), while a supporting node may use PTM. Therefore a supporting node may be able to support more MBS users. But a legacy node supports the same number of PTP users, independent whether the PTP is used for MBS or other services. However paging and PRACH introduce new problems, because paging and PRACH is triggered at the same time for potentially a large group of UEs:
Observation 7: The capacity on a non-supporting node is not reduced when PTP is used for MBS, but a non-supporting node does experience new challenges with paging and PRACH. 
It is beneficial to reduce the paging load on non-supporting nodes, irrespective whether PRACH congestion is resolved or not: 
Observation 8: It is beneficial to reduce paging load on non-supporting node, also when PRACH congestion is experienced on non-supporting nodes. 
Proposal 2: Use group 5G S-MTSI for group notification on both supporting and non-supporting nodes.
The details of the group 5G S-TMSI are further explained below: 
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1: Service announcement via higher layers informs the UE about which multicast sessions are available (MBS Session ID), and other session info may be provided. 
2. The UE joins the multicast session via PDU session modification and gets a group 5G S-TMSI for the multicast session it is interested in return. The MBS Session ID is added to the UE context. 
3: When the multicast session is activated (long time) after the UE has joined the session, the UE may be released to idle or inactive mode. When in idle or inactive the UE monitors the group 5G S-TMSI via Paging.
4. When the multicast session is activated, the CN triggers group paging to notify the UEs in CM_IDLE and CM_CONNECTED (to reach UEs in RRC inactive state). 
5a. CN uses normal Paging request using group 5G S-TMSI to non-supporting nodes. 
6a: A non-supporting gNB uses the group 5G S-TMSI for paging (as normal). The Paging message includes the group 5G S-TMSI, and the Paging message is sent in the "group" PO that is monitored by UEs with the group 5G S-TMSI assigned.
5b. CN uses MBS Session Activation including group 5G S-TMSI and the MBS Session ID for supporting nodes. 
6b: A supporting gNB uses the group 5G S-TMSI for paging (as normal). The Paging message includes the group 5G S-TMSI, and the Paging message is sent in the "group" PO that is monitored by UEs with the group 5G S-TMSI assigned.
7. UE in Inactive mode transits to Idle mode when receiving Paging message including 5G S-TMSI (as normal). 
8. UE in Idle, when receiving group 5G S-TMSI, triggers a Service Request (as normal). 
9. UE sets up a connection
10. For UEs in connected mode with MBS session ID in UE context an MRB is configured.
10. Multicast data is sent by CN, and received by UE(s) configured with an MRB.  
Group ID with paging
The MBS Session ID may have the following types (23.757):
· TMGI (48 bits)
· Source Specific IP Multicast (SSM) address (e.g. IPv6 address 128 bits + multicast group 128 bits)
SA2 agreed that signalling towards the UE over the air-interface the shorter TMGI is used: 
For MBS multicast sessions that the UE joined with a source specific IP multicast address, a TMGI is also allocated by 5GC and is sent to the UE and used in other signalling messages between RAN, CN and UE.
In the following text it is discussed how to use the group ID with group paging. The group ID may be a group 5G S-TMSI or an MBS session ID. 
Two solutions have been proposed:
Option 1:
· Group ID is used as the UE identity with paging, i.e. the group ID determines the PO that is used for paging.
· All UEs in the multicast group monitor the same "group" PO during a DRX cycle to monitor the start of the multicast session.
Option 2: 
· Group ID is included in the Paging message, i.e. the multicast UEs monitors its legacy PO but checks if the Group ID is included in the Paging message on PDSCH.
· The network is required to send a Paging message on PDSCH including the group ID in all the POs of the DRX cycle where UEs that have joined the multicast group are monitoring. 
Option 1 most effectively reduces the signalling, i.e. the Paging message is only sent in a single PO of the DRX cycle. While with option 2 the Paging message may have to be send in all POs of the DRX cycle in case of large groups. Option 2 does not reduce the paging signalling, except that it prevents Paging in the next DRX cycle.
Option 1 increase the UE power consumption slightly, i.e. the UE is required to monitor both legacy PO and the group PO during a DRX cycle. But in some cases the legacy and group PO may overlap or be closely located. Furthermore "double" monitoring is only required when the UE has joined the multicast group long before the session starts and the UE is released to idle or inactive, i.e. the impact is limited:
Proposal 3. The group ID is used as the UE identify for Paging. 
PRACH access
The group of multicast UEs waiting in idle/inactive mode for the session to start could potentially be large. When the UEs in idle/inactive mode receive the session start notification it is likely that they trigger random access more or less at the same time.
In case the session start is received in a single group PO during the DRX cycle, then access is more concentrated compared to the case where the notification is received in the unicast PO of the UEs, but in both cases PRACH congestion may happen dependent on the group size. How uniformly the multicast UEs are distributed over the POs of the DRX cycle depends on the UE_IDs are assigned to UEs of the multicast group:  
Observation 9: PRACH congestion may happen when either group or unicast PO is used to notify session start.
PRACH congestion has two dimensions:
· #PRACH preambles: 
· If more resources are configured in SIB1, where the UE randomly selects a preamble from, then the risk of collisions is reduced i.e. UEs selecting the same preamble and transmitting it at the same time.
· preamble transmissions in time:
· the risk of collisions is reduced when the UEs select/transmit a PRACH preambles at different times e.g. apply a (new) random back off time.
Solutions to handle a large group of UEs that try to access at the same time:
· Configure additional PRACH resources in SIB1
· Configure back off timers to avoid access at the same time
However the gNB does not know how many UEs will try to access when the session starts, i.e. the gNB may configure too many resources or too large back off timers when the group is small and vice versa. It will be difficult / impossible to hit the sweet spot via configuration in system information without information about the group size: 
Observation 10: The gNB does not know how many UEs will try to access when the session starts.
The UE has to join the multicast group to be able to receive multicast. And the CN knows when the multicast group becomes large. However the congestion is experienced on a cell level, and the UE may perform cell re-selection after it has joined the multicast group. Nevertheless RAN2 can discuss further whether it is beneficial for RAN if the CN indicates the multicast group size during session start. Furthermore the CN could configure a backoff timer in the UE during the join procedure, when a UE joins a large multicast group. But these ideas require further discussion and it does not seem straightforward to find an efficient solution for this problem. A simpler but less efficient solution is to pre-configure additional PRACH resources when MBS is deployed in the cell.
Perhaps enhancements can be discussed further, but these enhancements will never be able to solve the problem fundamentally: the larger the group the longer it will take before the last UE has entered connected mode. Perhaps the random access can be coordinated to some extent, but the group access latency cannot be controlled: 
Observation 11:  The access latency for all the UEs in the group cannot be controlled/guaranteed.
The CN has knowledge about the multicast group size, and the CN could potentially notify session start well in advance in case the group is large. This would not necessarily prevent PRACH congestion, but it may allow enough time for all the UEs to enter connected mode, before multicast transmission starts: 
Observation 12:  CN should allow sufficient time between signalling start of multicast session start and start of multicast data transmissions.  
It is important to note that potential PRACH congestion during multicast session start can also be avoided:
· When the UE joins a multicast session the UE is not released until the session starts or the UE leaves the session. Alternatively the gNB only releases a limited number of UEs to idle/inactive. 
· The UE is not released when the multicast session is deactivated or when there is data-inactivity, until the UE leaves the session or the session is stopped.
For MCPTT this might be an acceptable solution where emphasis is on reliability and availability: 
Observation 13: PRACH congestion during multicast session start can be avoided by keeping (most of) the UEs in connected mode after the Join procedure until the session stops or the UE leaves the session. 
It is not clear if PRACH enhancements are required for MBS in Rel-17. Furthermore PRACH enhancements add to the specification complexity (e.g. with 4-step and 2-step RACH). In case PRACH enhancements are considered, then they should be discussed in the broader context of RACH partitioning for Rel-17 features [5]. The main purpose of the RACH partitioning is to enable an indication in MSG1 which type of UEs is accessing, which is not needed for MBS. But the RACH partitioning may influence the available resources for MBS. It can be also be evaluated further if there is potential PRACH congestion for other use cases/features (e.g. for ETWS it has been observed that mobiles receiving a warning try to connect and sync): 
Proposal 4: In case PRACH enhancements are discussed for MBS; they should be discussed in the broader context of RACH partitioning for Rel-17 features. 
RRC reconfiguration
RAN2 agreed that RRCReconfiguration is used to configure an MRB for the UEs in connected mode that are interested to receive the multicast session that is about to start. This applies to the multicast UEs that are already in connected mode, but also for the multicast UEs in idle/inactive mode that enter connected mode after paging. Furthermore RAN2 agreed that group notification is not used in connected mode.
In case the session starts much later after the UEs have joined the session, then most of the UEs are in idle/inactive. And most likely the UEs in idle/inactive mode experience paging and access delay, before they need to be reconfigured in connected mode, i.e. paging/access may throttle the need to reconfigure. But when the UEs are kept in connected after the join procedure then a "massive reconfiguration" may be required when the session starts: 
Observation 14: There can be a large group of UEs in connected mode that needs to be reconfigured instantaneously when the multicast session starts. 
The MCCH concept, which is basically a ping followed by a common RRC message, could be considered further for "massive RRC reconfiguration". Potential security risk may need to be evaluated. These enhancement can be considered in a later release, when needed: 
Observation 15: RAN2 can consider group notification in connected mode in a later release.
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Notification
Observation 1: It is less costly to re-use paging for multicast instead of introducing a new channel. 
Observation 2: The UE may benefit from power saving enhancements with paging PCCH (e.g. PEI, UE grouping, CSS), and is not required to monitor MCCH in addition to PCCH.
Proposal 1: PCCH is used for group paging.
Observation 3: MBS is not necessarily deployed based on subscriber densities or subscriber usage, but some nodes in the network may or may not support MBS.
Observation 4: There could be an MCPTT emergency in a cell not supporting MBS.
Observation 5: A non-supporting node may experience paging congestion similar as a supporting node.
Observation 6: A non-supporting node may experience PRACH congestion similar as a supporting node.
Observation 7: The capacity on a non-supporting node is not reduced when PTP is used for MBS, but a non-supporting node does experience new challenges with paging and PRACH. 
Observation 8: It is beneficial to reduce paging load on non-supporting node, also when PRACH congestion is experienced on non-supporting nodes. 
Proposal 2: Use group 5G S-MTSI for group notification on both supporting and non-supporting nodes.
Proposal 3. The group ID is used as the UE identify for Paging. 
PRACH access
Observation 9: PRACH congestion may happen when either group or unicast PO is used to notify session start.
Observation 10: The gNB does not know how many UEs will try to access when the session starts.
Observation 11:  The access latency for all the UEs in the group cannot be controlled/guaranteed.
Observation 12:  CN should allow sufficient time between signalling start of multicast session start and start of multicast data transmissions.  
Observation 13: PRACH congestion during multicast session start can be avoided by keeping (most of) the UEs in connected mode after the Join procedure until the session stops or the UE leaves the session. 
Proposal 4: In case PRACH enhancements are discussed for MBS; they should be discussed in the broader context of RACH partitioning for Rel-17 features. 
RRC reconfiguration
Observation 14: There can be a large group of UEs in connected mode that needs to be reconfigured instantaneously when the multicast session starts. 
Observation 15: RAN2 can consider group notification in connected mode in a later release.
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