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1. Introduction
In SA2’s TR 23.757 and TS 23.247, the MBS session management issues are updated. SA2 has proposed 3 multicast session states and 6 multicast session procedures. The states are in following:
1: Configured multicast session: No multicast data are transmitted. Some information about the multicast session is configured, but no resources are reserved. For instance, TMGIs can be allocated but no complete session information be provided UEs may be allowed to join (subject to authorization check and configuration), but the first accepted UE join request will trigger the multicast session establishment.
2: Active multicast session: Established multicast session in active state. Multicast data are transmitted to UEs that joined the multicast session. 5GC resources for the multicast session are reserved. Corresponding Radio resources are reserved depending on participating UE locations. UEs that joined the multicast session are in CM CONNECTED state. UEs are allowed to join the multicast session (subject to authorization check).
3: Inactive multicast session: Established multicast session in inactive state. No multicast data are transmitted. UEs that joined the multicast session may be in CM CONNECTED or CM IDLE state. UEs are allowed to join the multicast session (subject to authorization check).
The procedures are in following:

1: Multicast Session Configuration: The AF can provide information about the multicast session and/or request the allocation of a TMGI. Alternatively, there is network-internal configuration of the multicast session. No resources or only resources at MB-SMF, NEF and MB-UPF are reserved and no multicast data are transmitted. The configuration may indicate whether or when the multicast session may be established and whether a multicast session can become inactive. The AF may provide configuration in several steps, e.g. to first request TMGIs and then provide full information about the multicast session and allow it to be established.
2: Multicast Session Establishment: When the join request of the first UE in the multicast session is accepted, the multicast session is established either in inactive or active state, depending on configuration. 5GC resources for the multicast session are being reserved.
3: Multicast Session Activation: State transition from inactive to active multicast session. CM IDLE UEs that joined the multicast session are paged. Activation can be triggered by AF request or reception of multicast data.

4: Multicast Session Deactivation: State transition from active to inactive multicast session. Deactivation can be triggered by AF request or no reception of multicast data.

5: Multicast Session Release: All resources for the multicast session are released in both 5GC nodes and RAN nodes, UEs that joined the multicast session are notified. The release is possible for an active or inactive multicast session. The release may be combined with the deconfiguration of a multicast session.
6: Multicast Session Deconfiguration: All information about the multicast session is removed from the 5GC and TMGIs are deallocated.
During RAN2#113bis, below was agreed:
· Support group notification for multicast for MBS supporting nodes and using MBS session ID is feasible.
In this contribution, we will discuss some issues about MBS session activation/reactivation and UAC in RAN2.
2. Discussion
In this section, we will discuss the MBS session activation/reactivation group notification and the RRC states switch.
1.1 MBS session activation/reactivation issues
SA2 has given the procedure of multicast session deactivation, which illustrates the state transition from active to inactive multicast session. As the contemporary description, the difference between the active and inactive multicast session is whether there is data transmitted to UEs that joined the multicast session. Besides, for active multicast session, corresponding radio resources are reserved depending on participating UE locations. While SA2 hasn’t made a decision on how to handle the multicast session context and radio resource in NG-RAN when multicast session is deactivated. 
Hence, we make a discussion here to compare the two options about this issue:
· Option1: Release the multicast session context and MCCH related configuration in NG-RAN when the session is deactivated
With Option1, when 5GC deactivates the multicast session, the NG-RAN releases the multicast session context and MCCH related configuration about this multicast session. When 5GC reactivates the multicast session, the data resumes transmission. But it will take some time for NG-RAN to reconfigure/configure SIB and MCCH for the multicast session before the data transmission. UEs need to read the SIB and MCCH again, which will bring extra delay and more power consumption.
· Option2: Store the multicast session context and MCCH related configuration in NG-RAN when the session is deactivated
With Option2, when 5GC deactivates the multicast session, the NG-RAN will still store the multicast session context and reserve the MCCH related configuration about this multicast session. When gNB receives the multicast session activation notification from 5GC, it is unnecessary to reconfigure the related SIB and MCCH for the multicast session transmission. The UE only needs to be aware of the activation state of the concerned multicast session.

Furthermore, it’s possible that the deactivated MBS session will be activated again in a short time. Therefore, it is more reasonable for gNB to store the multicast session context and MCCH related configuration when multicast session is deactivated.
Proposal 1: When a multicast session is deactivated by 5GC, the multicast session context and MCCH related configuration is reserved in NG-RAN.
When UE receives a multicast session in RRC-CONNECTED, the MBS Session may be deactivated when the MB-UPF detects no multicast data for a configurable period or upon AF request. When multicast session is deactivated, if UE still stays in RRC-CONNECTED, then it will affect the system performance. 
From the UE side, even configured with DRX, UE still needs to wake up and listen PDCCH during on-duration period, which is power wasting especially when the pending period is much longer than the DRX cycle. Besides, from the network side, keeping the UE in RRC-CONNECTED state may increase the network load and impact the network capacity. Hence, when multicast session is deactivated, UEs that joined the multicast session can be switched to inactive state or idle state. We think it’s up to NW implementation to decide whether to release RRC-CONNECTED UE to RRC-INACTIVE or RRC-IDLE. E.g. if the MBS service requires low latency, the NW can release UE to INACTIVE, because the resumption of the RRC connection is quick, otherwise, release UE to IDLE.
Proposal 2: When multicast session is deactivated, UEs that joined the multicast session can be switched to inactive state or idle state.
In legacy unicast scenario, when UE fails to receive data for a configurable period, it can switch to IDLE state. The configurable period is defined as DataInactivityTimer. In RAN2#112e meeting, we achieved agreement that “When there is no data ongoing for the multicast session, the UE can stay in RRC_CONNECTED. Other cases FFS”. The gNB can switch the UE to idle or inactive state. If the UE is still in the connected state, the DataInactivityTimer can be reused for the state switch of UE with the MBS service transmitted in delivery mode1.
Proposal 3: Data Inactivity monitoring is applied for MTCH in delivery mode1.
RAN2#113bis has concluded that group notification is supported for multicast for MBS supporting nodes and MBS session ID is feasible. Two kinds of group notification methods have been discussed in online discussion, and the offline e-mail discussion didn’t push on the discussion of group notification method. Hence, we propose here to continue the discussion on group notification methods for MBS supporting nodes in this meeting. 
The two methods are:

A) Group paging: paging UE with MBS session ID in the paging message. 

A.1) Group paging occasion is the same as legacy paging occasion.

A.2) Design group paging occasion that is different with legacy paging occasion.

B) MCCH notification: notify UE in the MBS group with MBS session ID in MCCH. 

With A.1, when MBS session is (re)activated, gNB will carry the MBS session ID in PagingRecordList IE in paging message. According to TS 38.331, we know that PagingRecordList contains up to 32 NG-5G-S-TMSI. Apparently, A.1 will affect the legacy paging capacity. MBS session ID will occupy the space of NG-5G-S-TMSI. Besides, if UEs receive group paging via monitoring different paging occasions, gNB has to carry the MBS session ID in multiple paging occasions. 

Observation 1: When group paging reuses the legacy PO, it will occupy the space of the unicast paging message. 

With A.2, group paging has dedicated paging occasions. UEs that joined an MBS group must monitor at least two POs, one for legacy paging and the other for group paging. Moreover, if the MBS services UE is interested are in different POs, UE should monitor multiple group POs. Same as DRX configuration in legacy PO, an MBS specific DRX should be defined for group POs. From UE’s perspective, it has to wake up several times to monitor legacy PO and group POs in one DRX cycle, which will increase power consumption. What’s more, it’s difficult to design group POs that completely orthogonal to legacy PO. If group PO and legacy PO coincidence happens, A.2 is the same as A.1, MBS session ID will be carried in legacy paging message. 

Observation 2: When group paging has individual POs, UEs that interested in both unicast and multicast service will occupy both unicast and MBS PO, which is energy saving unfriendly.

Resource overhead and power consumption are two main issues method A matters. With method B, using MCCH notification can avoid resource overhead and extra power consumption. Firstly, the message size of MCCH is extendible, gNB can add the MBS session ID in MCCH when session (re)activation and not limited to the message size. Secondly, RAN2 has concluded that in broadcast for delivery mode 2, MCCH is used to inform the broadcast session configuration information, UE in INACTIVE/IDLE should monitor MCCH already. Hence, using MCCH notification will not cause extra power consumption. 

Observation 3: MCCH notification can avoid resource overhead and extra power consumption. 
SA2’s updated TS 23.247 illustrates that broadcast session establishment procedure consist of two steps: TMGI allocation and broadcast session activation. Correspondingly, broadcast session release procedure consist of two steps: broadcast session deactivation and TMGI de-allocation. Apparently, broadcast session has activation and deactivation procedures also. Group notification is needed to inform UE to start/stop monitoring PDCCH and PDSCH. As two-step based approach (i.e. BCCH and MCCH) is reused for the transmission of PTM configuration for NR MBS delivery mode 2, and delivery mode 2 is used for broadcast has already been agreed, hence, it is natural to use MCCH notification to inform broadcast session activation.

Proposal 4: When broadcast session is (re)activated, the group notification can be contained in MCCH.
Based on the above description, UEs that receiving the broadcast session should monitor MCCH. During RAN2#113bis, we have discussed if UE in RRC_Inactive can receive multicast session, and majority of the companies support it. Hence, it’s natural for Inactive UE to monitor MCCH for multicast session reception. When multicast session is (re)activated, contain the group notification in MCCH requires no additional standardization work.
Proposal 5: When multicast session is (re)activated, the group notification can be contained in MCCH.

For multicast session for delivery mode 2, when receiving the group notification, UEs in the multicast group could receive the multicast session data in RRC INACTIVE or IDLE state, which won’t cause PRACH capacity issues. 

For multicast session for delivery mode 1, when receiving the group notification, UEs in the multicast group should initiate the RRC connection resume or establishment procedure to go back to RRC CONNECTED state. When lots of UEs initiate random access procedure at the same time, the random access procedures are likely to fail due to PRACH collisions. While for multicast session activation, the time gap between group notification and air interface data transmission is sufficient, it’s possible for UEs to select suitable occasions during the gap to initiate the random access procedure, which can avoid the PRACH collision to some extent. Hence, we think it is unnecessary to consider PRACH capacity issues due to group notifications.
Proposal 6: It is unnecessary to consider PRACH capacity issues due to group notifications.
1.2 Unified Access Control for Multicast session
In this section, we will discuss the access control issue for the MBS session. 

In NR, the Unified Access Control is applied for unicast service. In the unified access control, the NAS layer will provide a given Access Category and one or more Access Identities to AS. The AS in UE will perform the access control procedure according to received access control parameters from SIB and NAS access parameters. For MBS multicast service in delivery mode1, the UE needs to enter RRC connected state for the MBS service reception. The gNB may distribute the service data via PTM or PTP mode, for the PTP case, the Unified Access Control is needed as for unicast. For the PTM mode, the UL link feedback is needed which will also cost the radio resource in gNB, then the access control for UE with multicast session is also needed. For MBS multicast service in delivery mode 2, delivery mode 2 is decoupled with RRC state of receiving UE, no extra radio resource expense will be needed when a new UE joins the group for the MBS session.
Therefore, the Unified Access Control is needed for the MBS service delivered in delivery mode 1.
Proposal 7: The access control for the multicast session delivered in delivery mode 1 is needed.
3. Conclusion

In this contribution, we discussed some issues on MBS session activation/reactivation and UAC. In particular, we have the following proposals:
Proposal 1: When a multicast session is deactivated by 5GC, the multicast session context is reserved in RAN.

Proposal 2: When multicast session is deactivated, UEs that joined the multicast session can be switched to inactive state or idle state.

Proposal 3: Data Inactivity monitoring is applied for MTCH in delivery mode1.
Observation 1: When group paging reuses the legacy PO, it will occupy the space of the unicast paging message. 

Observation 2: When group paging has individual PO, UEs that interested in both unicast and multicast service will occupy both unicast and MBS PO, which is energy saving unfriendly.

Observation 3: MCCH notification can avoid resource overhead and extra power consumption.
Proposal 4: When broadcast session is (re)activated, the group notification can be contained in MCCH/short message.

Proposal 5: When multicast session is (re)activated, the group notification can be contained in MCCH/short message. 
Proposal 6: It is unnecessary to consider PRACH capacity issues due to group notifications.
Proposal 7: The access control for the multicast session delivered in delivery mode 1 is needed.
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