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1. Introduction
The revised work item on NR Multicast and Broadcast Services (MBS) was approved in RAN#88 [1]. The group notification was discussed in RAN2#113bis-e [2] and the following agreements were achieved [3]: 
	· Support group notification for multicast for MBS supporting nodes
· For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 

· It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
· Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states
For the reply LS

· For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.

· For supporting nodes, using MBS session ID is feasible. 

· Short Post email discussion for LS reply. 


In this contribution, the details of group notification and the PRACH capacity issue are discussed. 
2. Discussion 
2.1.1. Group notification for Delivery mode 1 
According to the LS from SA2 [4], the group notification is used for the multicast session activation. RAN2 agreed the group notification based on MBS session ID is feasible for NG-RAN nodes that support MBS and the same group notification identity is used for both UEs in IDLE and INACTIVE [3]. 
Observation 1 The group notification based on MBS session ID is sent by the gNB supporting MBS to the UEs in IDLE/INACTIVE, due to the multicast session activation. 
In the email discussion [AT113bis-e][031] [2], the two options were identified for the group notification: 
· Option 1: Paging-based group notification; 

· Option 2: MCCH-based group notification. 

Option 1 is quite straightforward in our view since the UEs in IDLE/INACTIVE should monitor the paging as in legacy, i.e., for unicast regardless of interest in multicast reception. In addition, it can potentially minimize UE power consumption for the reception of group notification (which is discussed later).  
Option 2 is a possible solution since MCCH is introduced for multicast reception for UEs in IDLE/INACTIVE in addition to Connected. However, it’s a bit strange to use MCCH for Delivery mode 1, since MCCH was agreed to be introduced only for Delivery mode 2 [5]. Also, in our view, Delivery modes 1 and 2 should be independent procedures as much as possible, even though the maximum commonality should be kept in terms of e.g., using MTCH, common IEs for configuration etc. 

Therefore, RAN2 should agree the group notification reuses the existing paging mechanism. 

Proposal 1 RAN2 should agree that the existing paging mechanism is reused for the group notification. 

If Proposal 1 is agreeable, it should be discussed how to integrate the group notification within the existing paging. The current paging message contains PagingRecordList, which is the list of UE-IDs, i.e., 5G-S-TMSI or I-RNTI, to be paged [6].  The following two options would be considered for the paging-based group notification: 
· Option A: MBS session ID is listed in the existing PagingRecordList (below is just example);  

	Paging ::=                          
SEQUENCE {

    pagingRecordList                   
PagingRecordList                           
OPTIONAL, -- Need N

    lateNonCriticalExtension         
OCTET STRING                                
OPTIONAL,

    nonCriticalExtension              
SEQUENCE{}                                  
OPTIONAL
}
PagingRecordList ::=             
SEQUENCE (SIZE(1..maxNrofPageRec)) OF PagingRecord

PagingRecord ::=                  
SEQUENCE {

    ue-Identity                         
PagingUE-Identity,

    accessType                          
ENUMERATED {non3GPP}    




OPTIONAL,   -- Need N

    ...

MBS-group-notification


MBS-session-ID
}


· Option B: MBS session ID is listed in a new list (below is just an example).  
	Paging ::=                          
SEQUENCE {

    pagingRecordList                   
PagingRecordList                         
OPTIONAL, -- Need N

    lateNonCriticalExtension         
OCTET STRING                                
OPTIONAL,

    nonCriticalExtension              
Paging-v17-IEs                              
OPTIONAL
}
Paging-v17-IEs ::=                 SEQUENCE {

    mbsGroupRecordList                
MBS-Group-Notification-RecordList

OPTIONAL, -- Need N
    nonCriticalExtension              
SEQUENCE{}                                  
OPTIONAL
}

MBS-Group-Notification-RecordList ::=  SEQUENCE (SIZE(1..maxNrofGroRec)) OF GroupRecord
GroupRecord ::=                    
SEQUENCE {

    MBS-session-ID                      MBS-session-ID,
    ...

}


Option A might be technically feasible as shown in above example, but it would require the UE-ID for unicast and the MBS session ID to coexist on the same record since the ue-Identity cannot be removed form PagingRecord unless non-backward compactivity can be ignored.  As another sub-option, we could consider adding MBS session ID within PagingUE-Identity, but it’s a bit strange since MBS session ID is not a UE-ID, i.e., MBS session ID is different concept from 5G-S-TMSI or I-RNTI  
Option B is feasible and simple as shown in above example. It does not have any conflict with concepts of existing IEs. Also, it does not have any possible impact to the legacy UEs. 
Therefore, RAN2 should agree to define a new list within the paging message, i.e., Option B. 
Proposal 2 RAN2 should agree to define a new list for the group notification within the existing paging message. 

There was some discussion whether the group notification and the unicast paging are received simultaneously [2]. From the UE point of view, any additional power consumption for reception of group notification should be minimized, especially the group paging is for UEs in IDLE/INACTIVE.  If Proposal 2 is agreeable, the UE receives the paging message in their PF/PO as in legacy [7], thus it’s regardless of whether or not the UE is interested in multicast reception. In other words, the UE interested in multicast reception can check the group notification, without any additional wake-up.  
Observation 2 From the UE point of view, any additional wake-up occasions will impact UE’s power consumption. 
To realize this, the gNB may need to send the group notifications repeatedly during one paging DRX cycle, e.g., 320ms [6], in order to ensure all UEs receive the paging message. There may be some concern on the paging capacity from the NW point of view. However, it’s actually no problem in our view since the group paging is integrated within the exiting paging message, i.e., the group notification can be sent with any paging for any UEs and any unicast MT accesses. For example, even if the paging resource is loaded, there is still a paging for some UEs, and the group notification is piggybacked as in Proposal 2. If there is no MT-access, i.e., no paging transmission for unicast, it means the paging resource is not loaded, so the paging can be sent only for the group notification. 
Observation 3 From the NW point of view, the repeated group notification during one paging cycle has negligible impact to the paging resource load. 
Proposal 3 RAN2 should agree that the UE only monitors the existing PF/PO to receive the group notification, i.e., no additional wake-up time is needed. 

2.1.2. PRACH capacity issue 
The PRACH capacity issue is pointed out in [8] and it’s still FFS whether to be handled [3]. Due to the group notification, many UEs are paged at the same time, which causes a lot of PRACH collisions. Thus, the access latency may be delayed, regardless of whether multicast services or unicast services. 
· Option I: Leave it to gNB implementation
· It’s always possible the gNB prepares more resources in advance of multicast session start, by implementation. It’s likely needed especially for high QoS services. However, it needs SIB modification to change PRACH resources, which may be problematic when many multicast sessions are activated in short time. 

· Option II: Introduce a mechanism to spread out PRACH transmissions
· The issue can be solved if some UEs may initiate PRACH transmission, while other UEs should wait it, even if these UEs receives the group notification at the same time. Some possible mechanisms would be considered, such as a waiting timer, RAND-based hashing, UE-ID-based hashing, sub-grouping of TMGI (or MBS session ID) and so on. Obviously, the drawback is need of additional standardization efforts. 
In our view, the PRACH capacity is certainly an issue on the group notification for Delivery mode 1. So, RAN2 should discuss how to solve the issue, e.g., by the options above or other method. 
Proposal 4 RAN2 should discuss how to solve the PRACH capacity issue, e.g., by gNB implementation or a new standard mechanism. 
3. Conclusion 
In this contribution, the group notification for MBS Delivery mode 1 and corresponding PRACH capacity issue are discussed. Some initial consideration with solution approaches are provided.  RAN2 is kindly asked to take into account the observations and proposals below: 
Observation 1
The group notification based on MBS session ID is sent by the gNB supporting MBS to the UEs in IDLE/INACTIVE, due to the multicast session activation.
Proposal 1
RAN2 should agree that the existing paging mechanism is reused for the group notification.
Proposal 2
RAN2 should agree to define a new list for the group notification within the existing paging message.
Observation 2
From the UE point of view, any additional wake-up occasions will impact UE’s power consumption.
Observation 3
From the NW point of view, the repeated group notification during one paging cycle has negligible impact to the paging resource load.
Proposal 3
RAN2 should agree that the UE only monitors the existing PF/PO to receive the group notification, i.e., no additional wake-up time is needed.
Proposal 4
RAN2 should discuss how to solve the PRACH capacity issue, e.g., by gNB implementation or a new standard mechanism.
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