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Background
[bookmark: _Toc242573354]The IAB protocols and operation are transparent to the UE as discussed since the beginning of Rel-16, i.e., a UE has no knowledge that it is being served by an IAB node.  In IAB network architecture, (a) each backhaul link terminates at the RLC layer, and (b) a Backhaul Adaptation Protocol (BAP) layer is introduced to manage routing of data for multiple UEs and bearers in the network. Given that the data traverses multiple RLC links, it can experience increased delays. The delays in the data path can have a significant impact on the UE complexity and performance. The L2 buffer in the UE is used to allow for reordering of data received out-of-order at the UE. It is dimensioned based on the RLC round trip time (RTT). The RLC RTT is assumed to be 20, 30, 40 or 50 ms (depending on the sub-carrier spacing) for the NR data path. The required L2 buffer is essentially a product of the data rate and the RLC RTT. IAB is intended to be able to support very high peak data rates (in particular, the backhaul links are expected to use FR2 and operate at a high SINR due to lack of mobility).
Although it is clear that IAB networks implies additional delays, current specifications do not consider the impact of IAB on the UE (non IAB MT node) L2 buffer. We discuss these issues and provide our views in this contribution.  

Discussion
L2 buffer size calculation 
From 38.306, “the total layer 2 buffer size is defined as the sum of the number of bytes that the UE is capable of storing in the RLC transmission windows and RLC reception and reassembly windows and also in PDCP reordering windows for all radio bearers.” 
The required L2 buffer size (described in TS 38.306) at the UE for NR standalone operation without Dual Connectivity is computed as: 
[image: ]
The RLC RTT assumed is 50, 40, 30 or 20 ms for sub-carrier spacings 15, 30, 60 and 120 kHz respectively. In an IAB setting, the effective RTT (as seen at the RLC-PDCP interface at the UE) can be significantly higher; in general, it can be a multiple of the RLC RTT assumed in TS 38.306. 
If the UE supports dual connectivity (EN-DC or NR-DC), the RTT no only includes the RLC RTT but also the X2/Xn related delays. The required L2 buffer size depends on max data rates expected via the MN and SN and the RTT. 
The general approach to dimensioning the L2 buffer is based on the worst case; i.e., it is based on the max data rate and the highest RLC RTT. However, this can be inadequate in various situations. 
· Consider for example, a UE designed to operate only in FR1. Such a UE could connect to an IAB node, which is supported by backhaul links that use FR2. The L2 buffer is dimensioned based on 40 ms RTT (assuming 30 kHz SCS); however each backhaul link based on FR2 nominally adds 20 ms RTT. 
· Furthermore, a UE designed to operate only in FR1 with NR standalone could connect to an IAB node that operates in non-standalone mode (see right side of Fig-1). This implies a significantly longer RTT to the IAB node due to the X2/Xn delays, which the UE is not aware of or designed for (specifically, it results in a further increase of 55 ms).
· Consider a UE designed to operate in NR-DC mode with split bearers. In this case, the buffer sizing depends on the larger of:
· The data rate-delay product of the MN data rate and SN RLC RTT plus the X2/Xn delay, and
· The data rate delay product of the SN data rate and MN RLC RTT plus the X2/Xn delay.
Suppose the latter is larger. If the MN node is additionally composed of an IAB path, the actual RTT and correspondingly the required L2 buffer can be significantly larger.

L2 buffers impact due to IAB Nodes
One important aspect to note in the L2 buffer calculation is in terms of including PDCP re-ordering windows. The PDCP stack is “n” (where n  1) hops away from the UE with typical IAB architectures. This makes determination of re-ordering window calculations at PDCP highly speculative as any residual error at the intermediate hops can result in UE having to retain the data in the L2 buffers for longer periods of time. This can cause a UE design based on the standardized RLC RTT values to experience buffer overflows in an IAB network. This results in packets dropped by the UE even when radio conditions are fine, resulting in reduction of data rate, lower spectral efficiency and overall a broad compromise of the goals of IAB.
In order to show the potential impacts on the UE L2 buffers, we use the topology as shown in Figure 1 and 2. In Figure 1, the intermediate IAB Nodes use an N:1 mapping of RLC bearers from UEs to their next hop nodes. In Figure 2, the intermediate IAB Nodes use a 1:1 mapping of RLC bearers from UEs to their next hop nodes. In both the cases we show that the buffer issues are not limited to the access link between UE and IAB Node 3 and that issues in terms of retransmissions between IAB Node 3  IAB Node 2  IAB Node 1 IAB Donor at RLC and HARQ and the inherent decisions in terms of implementations would cause issues of L2 buffer at the UE.
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Figure 1: IAB Topology with N:1 mapping of UE RLC Bearers
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Figure 2: IAB Topology with 1:1 mapping of UE RLC Bearers

Each backhaul link is subject to HARQ operation with all the available HARQ processes. HARQ operation implies that packets that arrive at the transmitting side in a particular sequence may not be received at the receiving side in the same sequence. A packet arriving first mapped to a first TB may be successfully received after two or three HARQ transmissions, but a packet arriving second mapped to a second TB may be successfully received after a single HARQ transmission.
Such variation of received packet order can also occur on the traditional Uu link; however, in an IAB network, such reordering can occur at every backhaul link between the intermediate nodes. Consider the following (simplistic) analysis. Assume that the probability of successfully receiving a TB after 1, 2, 3 or 4 HARQ transmissions is 0.9, 0.99, 0.999 and 0.9999 respectively. Suppose packets with sequence numbers SN#1 and SN#2 are mapped to TB1 and TB2, with TB1 transmitted before TB2. In order for SN#2 to be received before SN#1, the number of HARQ transmissions for successful reception of TB1 and TB2 respectively can be any of the following pairs:  [image: ]. Thus, the probability of out of order reception on a single link can be computed as the sum of the probabilities of each, resulting in an out of order reception probability of 0.09. 
If the data path has multiple links, each link can experience out of order packet reception due to HARQ, with the same probability. The probability of reordering after passing through all the links can be computed. For example, with 3 links as shown in Figure 3, the packets would be received out of order if either one of the links reorders the packets and the other two do not, or all three links reorder the packets. The probabilities estimated in this manner are shown in the table below. It is also clear that the proportion of packets received out of order grows rapidly with the increasing number of links.
	Number of links
	Probability of out of order reception

	1
	0.09

	2
	0.17

	3
	0.23

	4
	0.27



Figure 3. Probability of out of order reception after “n” links (with n =1, 2, 3 or 4)
The issue becomes further complicated in the case of N:1 mapping where multiple UEs can fill up RLC window of data faster at the intermediate nodes and lead to additional delays and further increasing out of order deliveries.  Consider the following scenario where we have multiple UEs (all of which are performing high throughput applications) with N:1 RLC mapping between the different IAB Nodes. The RLC window gets full often due to high amount of traffic. In this situation, an out of order reception due to HARQ can lead to situations where the full RLC window (due to traffic from other UEs) may delay the entire RLC frame to the next window thus ensuring the out of order reception at the PDCP layer at the end nodes. The RLC issues can happen at any of the intermediate nodes due to their ability to join new UEs i.e., new UEs joining at IAB Node 3 and IAB Node 2 and not always at IAN Node 1 or IAB Donor i.e. the end nodes. In this case, the intermediate nodes are adding to the out of order transmissions/receptions and contributing to higher buffer sizes at the end nodes which will need to be included at the UE as a PDCP re-ordering delay. The more the number of intermediate nodes, the higher the impact on the buffers despite the UE having good channel conditions. 
Note that the impact is more severe in high throughput best effort scenarios in various RF geometries which is the most common deployed use case for customers. QoS based flows due to their prioritization might see much lesser impacts in this regard. Also as mentioned, L2 buffers are designed for the worst-case scenarios which typically comprise of the high throughput situations.
Out or order reception of packets can also occur in an IAB network due to the network topology. IAB nodes can use dual connectivity to connect to parent nodes, resulting in multiple data paths between a gNB and a UE. If data is transmitted to the UE over multiple paths, out of order reception of packets can occur due to different characteristics (resource allocation, data rates, number of links) on the different paths. 
Thus, larger proportions of the data are expected to be received out of order as the number of links in the data path increase. This has two effects:
· The reordering buffer is more heavily used and larger number of packets have to be buffered. This can lead to drop of packets, which would result in retransmissions.
· It is experienced as increased latency since packets have to be held back until reordering is performed.	
We, therefore, have the following observations. 
Observation 1: The out of order delivery is not limited only to the access nodes. 
Observation 2: In their current state based on 38.306, the L2 buffer sizes on the UE are insufficient to handle the multi-hop delay associated with IAB Networks due to the lack of knowledge on how many intermediate nodes are in-between the donor and the UE.
Given the serious constraints this lack of information has on the L2 buffer re-ordering, we have the following proposal for RAN2’s consideration. 
Proposal 1: RAN2 to discuss L2 buffer re-ordering issues in relation to IAB network induced multi-hop latency. 
Some simple mechanisms that the network can use in order to reduce the occurrence of such out of order delivery is to use 1:1 mapping and ensuring in-order delivery at the intermediate nodes. However, most of these solutions simple or smart will lead to some kind of rate reduction mechanism until the buffers at the UE are cleared up.
Observation 3: Rate reduction is the eventual result of L2 buffer re-ordering issues. 
 This is unacceptable since the expectation from the better coverages of IAB nodes would be of better throughput and not rate reductions. In the following section, we propose some basic solutions that can mitigate the impacts of L2 buffer issues caused by IAB networks. 
L2 buffer size clarifications in 38.306 
Simple clarifications in 38.306 would allow for proper operation of UE in regard to L2 buffers for IAB Networks. 
The first is a clarification that X2/Xn delay which is a major component of concern for UE L2 buffers will not be part of the calculation for IAB Networks. 
Alternately, a simple confirmation in 38.306 by RAN2 specifically that UE L2 buffer will not have to be modified for IAB networks as a note would also suffice. We, therefore, have the following proposals. 
[bookmark: _Toc242573360]Proposal 2: RAN2 to clarify that X2/Xn delay will not be a part of the L2 buffer calculations as described in 38.306 for IAB networks.
Proposal 3: In case Proposal 2 cannot be agreed, RAN2 to ratify that UE L2 buffer sizes specifically for IAB networks will not be modified.
Summary
[bookmark: _Toc242573361]Due to the important nature of the problem IAB networks can pose to UEs and the technical difficulties associated in achieving a solution, we identify the following observations and proposals and request RAN2 to consider them.
Observation 1: The out of order delivery is not limited only to the access nodes. 
Observation 2: In their current state based on 38.306, the L2 buffer sizes on the UE are insufficient to handle the multi-hop delay associated with IAB Networks due to the lack of knowledge on how many intermediate nodes are in-between the donor and the UE.
Observation 3: Rate reduction is the eventual result of L2 buffer re-ordering issues. 
Proposal 1: RAN2 to discuss L2 buffer re-ordering issues in relation to IAB network induced multi-hop latency. 
Proposal 2: RAN2 to clarify that X2/Xn delay will not be a part of the L2 buffer calculations as described in 38.306 for IAB networks.
Proposal 3: In case Proposal 2 cannot be agreed, RAN2 to ratify that UE L2 buffer sizes specifically for IAB networks will not be modified.
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