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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
In RAN2#113bis-e, RAN2 discussed a RAN1 LS [2] (in reply to RAN2 LS [1]) discussing the issue of overlapping UCI(s), Data and SR of equal priority, when lch-basedPrioritization is configured, but no conclusion could be achieved. Hence it was postponed. In this contribution, we give our analysis and conclusions on this issue.
Discussion
[bookmark: _Ref68110415]Description of the issue
The RAN1 LS provided several usecases (Cases 2-1, 2-2, 3, 4) involving SR, PUSCH and UCI of same L1 priority overlapping with each other. The common aspect of these usecases is that MAC would have different behavior depending on if it is aware / not aware of the final outcome of the UCI multiplexing procedure in PHY.
More specifically, it must be clarified which of the two behaviors MAC shall follow:
Behavior #1: At the time MAC performs the LCH-based prioritization procedure, MAC is aware:
1. of the final PUCCH resource where PHY multiplexes the SR with other UCIs (cases 2-1, 2-2 & 4)
2. MAC is aware that a PUSCH is expected to have UCI multiplexing (cases 2-2 & 3)   
Behavior #2: At the time MAC performs the LCH-based prioritization procedure, MAC is NOT aware:
1. of the final PUCCH resource where PHY multiplexes the SR with other UCIs (cases 2-1, 2-2 & 4)
2. MAC is aware that a PUSCH is expected to have UCI multiplexing (cases 2-2 & 3)   
For reference, the problematic usecases are provided in Annex 1.
Current MAC specification status
The current MAC status is unclear regarding the above statements 1 & 2 because on one hand the “magic” sentences imply that the statements are correct, and on the other hand, the current handling of UCI multiplexing in MAC implies that they are not. We elaborate this in the following subsections.
[bookmark: _Ref71124006]The “magic” sentences
In RAN2#110-e, RAN2 updated the MAC specification after RAN1 decided that, not-only they wouldn’t change their specifications to cope with MAC delivering subsequently 2 PDUs in case of equal-L1-priority collision, but also no pre-emption would be supported for different priority collisions except for CG/CG collisions. A TP was agreed for the UL Grant reception procedure (Clause 5.4.1), generic-enough to cover all other cases where PHY could not transmit an UL grant [3]:
	When the MAC entity is configured, with lch-basedPrioritization, for each uplink grant whose associated PUSCH can be transmitted by lower layers, the MAC entity shall:


Then, in RAN2#111-e, a similar TP was also agreed for the SR, to cover the cases when the PHY-priority of the SR is equal to or lower than the PHY-priority of the PUSCH, in which case PHY does not transmit the SR. And here again, the agreed TP for the SR procedure (Clause 5.4.4) was generic-enough to cover all other cases where PHY could not transmit an SR [4]: 
	3>	if the MAC entity is configured with lch-basedPrioritization, and the PUCCH resource for the SR transmission occasion does not overlap with an uplink grant received in a Random Access Response nor with a transmission of MSGA payload, and the PUCCH resource for the SR transmission occasion for the pending SR triggered as specfied in clause 5.4.5 overlaps with any other UL-SCH resource(s), and the physical layer can signal the SR on one valid PUCCH resource for SR, and the priority of the logical channel that triggered SR is higher than the priority of the uplink grant(s) for any UL-SCH resource(s) where the uplink grant was not already de-prioritized, and the priority of the uplink grant is determined as specified in clause 5.4.1; or


Clearly, there is no restriction capturing anywhere that the application of the above magic sentences is restricted to the usecases they were initially motivated by. Moreover, the wording “the physical layer can signal the SR on one valid PUCCH resource for SR” does not characterize which valid PUCCH resource PHY can use to signal the SR, which straightforward interpretation can be that the condition actually includes the final PUCCH resource used by PHY after UCI multiplexing. 
Observation 1: The current “magic” sentences conditioning the prioritization of an UL grant or an SR to the actual possibility of transmission by PHY are generic enough to cover all cases where PHY could/could not transmit the associated PUSCH or PUCCH.
Observation 2: A straightforward interpretation of the “magic” sentences is that, at the time MAC performs the LCH-based prioritization procedure, MAC is aware:
· of the final PUCCH resource where PHY multiplexes the SR with other UCIs and
· if a PUSCH associated with an UL grant is expected to have UCI multiplexing.
Handling of UCI multiplexing in MAC
In current MAC specification, UCI multiplexing in PHY is only considered during the UL skipping procedure, since it is one of the conditions for which UL skipping is not permitted. The MAC procedure is nicely illustrated by [5] as follows, where, with current model, LCH-based prioritization (when configured) takes precedence over UL skipping since UL skipping is captured in the Multiplexing and assembly procedure which comes “after” the LCH-based prioritization procedure. In other words, a grant with expected UCI multiplexed can be de-prioritized by LCH-based prioritization and it has no transport block delivered to PHY.

[image: ]
[bookmark: _Ref71122968]Figure 1: MAC PDU skipping procedure in 38.321 (from [5])
And, following that model, in RAN2#113-e, RAN2 had the following WA:
[bookmark: _Hlk63275319][019] Working assumption: The MAC entity does not generate a MAC PDU for a deprioritized uplink grant even when its associated PUSCH is overlapping with PUCCH. This working assumption is not agreed until confirmed by RAN1.
And was confirmed again in RAN2#113bis-e:
· Confirm the WA that LCH based prio has higher priority than UL skipping still applies, and we expect that if there are issues, RAN1 will come-back.
It should be noted that the above only addresses LCH-based prioritization of a PUSCH with UCI multiplexing and gives a different view from the “magic” sentences on this, i.e. statements #2 in each behavior of Section 2.1. But it is of no help in concluding anything about statement #1 in each behavior of Section 2.1, since it does not address specifically the visibility on the final PUCCH resource where PHY multiplexes the SR with other UCIs.
Observation 3: The current handling of UCI multiplexing in the UL skipping procedure and the RAN2 WA on LCH based prioritization taking precedence over UL skipping procedure leads to the interpretation that, at the time MAC performs the LCH-based prioritization procedure, MAC is NOT aware if a PUSCH associated with an UL grant is expected to have UCI multiplexing.
Observation 4: The current handling of UCI multiplexing in the UL skipping procedure and the RAN2 WA on LCH based prioritization taking precedence over UL skipping procedure cannot be used to interpret that, at the time MAC performs the LCH-based prioritization procedure, MAC is aware or not of the final PUCCH resource where PHY multiplexes the SR with other UCIs.
RRC/PHY specification
From the above, it can be seen that MAC specification, alone, can be interpreted in different ways regarding the visibility on the final PUCCH resource where PHY multiplexes the SR with other UCIs (statement #1 for both behaviors in Section 2.1). So it is interesting to also check how such final resource is derived from RRC and PHY specification.
RRC provides PUCCH resources for UCIs as:
· PUCCH resource (PUCCH-ResourceId) for SchedulingRequestResourceConfig;
· PUCCH resource (PUCCH-ResourceId) for CSI-ReportConfig;
· PUCCH resource for HARQ-ACK in related IEs, such as PhysicalCellGroupConfig and SPS-PUCCH-AN; and
· Other PUCCH parameters in related IEs, such as PUCCH-Config.
Above RRC-configured PUCCH resources only define the “first” PUCCH resource explicitly and when UCI multiplexing occurs, the new PUCCH resource hosting the UCI multiplex is derived by PHY in 9.2.5.1 and 9.2.5.2 of TS38.213 [7], by calculation (based on above configurations). In other words, the final PUCCH resource is not explicitly configured by RRC, and so MAC does not have direct visibility on it.
Observation 5: The final PUCCH resource hosting the UCI multiplex is not explicitly configured by RRC, but calculated by PHY and so MAC does not have direct visibility on it.
So implementing Behavior #1 requires some MAC/PHY interaction.
However, MAC is not aware either of whether there is A/N or CSI to be multiplexed on a PUSCH. And referring to 9.3 of TS38.213, offset values are defined for a UE to determine a number of resources for multiplexing HARQ-ACK information and for multiplexing CSI reports in a PUSCH, or multiplexing CG-UCI in a CG-PUSCH. The offset values are signaled to a UE either by a DCI format scheduling the PUSCH transmission or by higher layers. Therefore, at least for practically implementing the R16 PUSCH skipping procedure with UCI multiplexing, some minimum MAC/PHY interaction is also required to let MAC know about UCI multiplexing on PUSCH. Then we think a similar interaction can be leveraged upon MAC delivering an SR to PHY, checking with PHY whether the SR would be subject to UCI multiplexing and the resulting multiplexing outcome (final PUCCH resource). 
Observation 6: UE must implement already some MAC/PHY interaction in support of R16 PUSCH skipping procedure which can be leveraged upon MAC delivering an SR to PHY, checking whether the SR would be subject to UCI multiplexing and the resulting multiplexing outcome (final PUCCH resource). 
Further analysis
Timeline
Even with the conservative approach of the current RAN2 WA and associated model of Figure 1, it is a common understanding that MAC is aware of the UCI multiplexing in PHY at the time the PUSCH skipping procedure is run, which timeline-wise, does not make any significant difference with the time the intra-UE prioritization rule is run. Some further analysis was provided in [6], checking the timelines associated with both procedures in PHY. It concludes that the UCI multiplexing decision deadline comes ahead of the MAC PDU or SR delivery to PHY hence, following this timeline, MAC can be aware of the UCI multiplexing in PHY at the time the intra-UE prioritization rule is run.
Observation 7: MAC can be aware, timeline-wise, of the UCI multiplexing in PHY at the time it runs the intra-UE prioritization procedure.
Impacts of the two behaviors
It is important to assess the impact of the two behaviors on the specifications.
· Behavior #1 (MAC is aware)
· Minimum MAC specification impact if any because, as discussed in Section 2.2.1, the “magic” sentences are already generic enough to cover all cases where PHY could/could not transmit the associated PUSCH or PUCCH.
· No RAN1 specification impact, since, similar to when lch-basedPrioritization is not configured, MAC takes the full L1 UCI multiplexing procedure into account when deciding which of the UL grant or the SR to deliver.
· MAC and PHY specifications are consistent with each other.
· More spectral efficient e.g. in Case 2-1, MAC can deliver both MAC PDU and SR
· MAC and PHY behaviors are the same regarding UCI multiplexing irrespective of whether lch-basedPrioritization is/is not configured.
· Behavior #2 (MAC is not aware)
· MAC specification needs to be updated to clearly define the scope of both “magic” sentences i.e. to which part(s) of the PHY specifications “whose associated PUSCH can be transmitted by lower layers” and “the physical layer can signal the SR on one valid PUCCH resource for SR” are applicable.
· PHY specification needs to be updated to cope with the following unexpected behaviors in Cases 2-2 and 3: PHY expects to multiplex UCIs in the PUSCH, but MAC does not deliver the associated MAC PDU. PHY behavior is undefined which requires further RAN1 work to fix it.
· In Case 4, MAC can deliver an SR to PHY that PHY will then drop, resulting in abnormally increment SR_COUNTER by 1 and start the sr-ProhibitTimer, thus delaying the final SR transmission
Observation 8: Behavior #2 (MAC is not aware) involves both MAC and PHY specification changes. Behavior #1 (MAC is aware) requires no MAC or PHY specification changes while providing the best performance.
Proposal 1: At the time MAC performs the LCH-based prioritization procedure, MAC is aware of the final PUCCH resource where PHY multiplexes the SR with other UCIs.
Proposal 2: At the time MAC performs the LCH-based prioritization procedure, MAC is aware that a PUSCH is expected to have UCI multiplexing.
3. Conclusion
Observation 1: The current “magic” sentences conditioning the prioritization of an UL grant or an SR to the actual possibility of transmission by PHY are generic enough to cover all cases where PHY could/could not transmit the associated PUSCH or PUCCH.
Observation 2: A straightforward interpretation of the “magic” sentences is that, at the time MAC performs the LCH-based prioritization procedure, MAC is aware:
· of the final PUCCH resource where PHY multiplexes the SR with other UCIs and
· if a PUSCH associated with an UL grant is expected to have UCI multiplexing.
Observation 3: The current handling of UCI multiplexing in the UL skipping procedure and the RAN2 WA on LCH based prioritization taking precedence over UL skipping procedure leads to the interpretation that, at the time MAC performs the LCH-based prioritization procedure, MAC is NOT aware if a PUSCH associated with an UL grant is expected to have UCI multiplexing.
Observation 4: The current handling of UCI multiplexing in the UL skipping procedure and the RAN2 WA on LCH based prioritization taking precedence over UL skipping procedure cannot be used to interpret that, at the time MAC performs the LCH-based prioritization procedure, MAC is aware or not of the final PUCCH resource where PHY multiplexes the SR with other UCIs.
Observation 5: The final PUCCH resource hosting the UCI multiplex is not explicitly configured by RRC, but calculated by PHY and so MAC does not have direct visibility on it.
[bookmark: _GoBack]Observation 6: UE must implement already some MAC/PHY interaction in support of R16 PUSCH skipping procedure which can be leveraged upon MAC delivering an SR to PHY, checking whether the SR would be subject to UCI multiplexing and the resulting multiplexing outcome (final PUCCH resource). 
Observation 7: MAC can be aware, timeline-wise, of the UCI multiplexing in PHY at the time it runs the intra-UE prioritization procedure.
Observation 8: Behavior #2 (MAC is not aware) involves both MAC and PHY specification changes. Behavior #1 (MAC is aware) requires no MAC or PHY specification changes while providing the best performance.

Proposal 1: At the time MAC performs the LCH-based prioritization procedure, MAC is aware of the final PUCCH resource where PHY multiplexes the SR with other UCIs.
Proposal 2: At the time MAC performs the LCH-based prioritization procedure, MAC is aware that a PUSCH is expected to have UCI multiplexing.
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5. Annex 1: RAN1 usecases


Case 2-1: the final PUCCH resource after UCI multiplexing does not overlap with PUSCH



Case 2-2: the final PUCCH resource after UCI multiplexing overlaps with PUSCH



Case 3: other UCI(s) overlaps with a PUSCH, SR overlaps with the PUSCH, SR does not overlap with other UCI(s)
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Case 4: other UCI(s) overlaps with SR of an equal L1 priority, but SR does not overlap with the PUSCH of an equal L1 priority
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