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[bookmark: _Ref67406675]Introduction
In RAN2 #112e meeting, type-2 RLF indication and local rerouting are also agreed to be supported in Rel-17, several left issues such as trigger condition, inter-donor DU local rerouting was not discussed in RAN2 #113bis-e meeting. 
In RAN2 #113bis-e meeting, there’s no consensus on what is “DAPS-like” due to divergent understanding of issues to be addressed and how. In this contribution, we mainly focus on the scenario of one IAB-node which only has one parent IAB-node (i.e. single-connected), and discuss what issues need to be addressed, whether DAPS can be used to solve such problems.
Discussion
Backhaul Radiolink Failure Recovery Enhancement
In this section, we discuss the remaining aspects of RLF indication enhancement, such as type-4 RLF indication enhancement, behavior after receiving type-2/3 RLF indication, etc. 
Deactivation of IAB-supported in SIB
During RAN2 #112e meeting, following agreements are captured:
	RAN2 to support type-2/3 RLF indication (FFS specified behavior(s) TS impact, FFS details).
Type-2 RLF indication may be used to trigger deactivation of IAB-supported in SIB 


As discussed during RAN2 #106 email discussion, type-2 RLF indication is defined as “trying to recover”, which is an indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it. Considering IAB nodes are fixed, the RLF may be mainly caused by temporary blockage, which can be recovered soon. It is highly possible that BH link RLF will be recovered and type-3 RLF indication “BH link recovered” can be sent to its child nodes indicating the successful of RLF recovery. The intention of deactivation of IAB-supported in SIB is to avoid IAB nodes attempting to get access to a failed IAB node which may not be recovered soon. IAB node who sends type-2 RLF indication should not be banned since it will soon be recovered. 
Moreover, triggering the deactivation of IAB-support by type-2 RLF indication also needs to modify system information twice. The first modification is to mute “IAB support” in SIB1 in order to bar the access to new IAB nodes when sending type-2 RLF indication. The second modification is to modify the system information back to “IAB-support” once RLF is recovered (when sending type-3 RLF indication). However, SIB modification and it consequences on descendent IAB nodes can be very expensive, which makes deactivation of IAB-support by type-2 RLF indication inefficient.
Observation 1: [bookmark: _Ref68173861]Type-2 RLF indication should not trigger deactivation of IAB-support in SIB due to: 1) IAB node may soon be recovered from RLF and BH link continues to be available; 2) “IAB-support” need to be modified twice in SIB which is costly.
However, it is still essential to improve the integration or RRC reestablishment efficiency via deactivation of “IAB-support” in SIB. As analyzed in [1], timely recovery depends on the choice of candidate parent nodes. If the IAB node chooses for integration or reestablishment is an ancestor node that itself has experienced RLF (RLF recovery failure) or has received a recovery failure indication, recovery will fail. Therefore, it is important to ensure that an IAB node does not choose a node that is already isolated when it receives a backhaul type-4 failure indication from its parent node. 
Consider the IAB network shown in Figure 1. If the link between the donor and node 1 fails, a backhaul failure indication is sent to node 4 and then to node 6 if node 4 is unable to recover due to not being able to identify an alternate parent node. It is important to ensure that node 6 does not attempt its recovery on node 1; this can lead to significant delays and eventual failure.


[bookmark: _Ref47449371]Figure 1
Observation 2: [bookmark: _Ref61599145][bookmark: O4]Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Below we refer to a node that has experienced RLF or has received a recovery failure indication as a failed node. The following modifications can be considered:
1. A failed IAB node modifies its system information to block access by descendant IAB nodes. While this is needed to prevent new IAB nodes from attaching, it requires descendant nodes which receive the RLF indication to read system information of the failed node. 
2. The recovery failure indication also includes information about ancestor nodes (such as PCID) that have failed, so that descendant nodes do not consider such nodes for reestablishment.
It would be good to modify “IAB-support” in SIB when RLF recovery is failed, i.e. after type-4 RLF indication, where a second system information modification can be avoided. The IAB node is also allowed to locally modify system information, as opposed to the IAB node just transmitting the system information blocks provided by the CU, which can reduce unnecessarily delay. Alternatively, the second modification in above list can also be considered. Acknowledging the failed ancestor nodes in RLF indication enables quicker reestablishment since descendant IAB nodes do not need to acquire system information of the failed ancestor nodes. If one IAB node is configured with CHO, this list can also help exclude the failed ancestor nodes if they are CHO candidate IAB nodes or the parent/ancestor of CHO candidate IAB nodes.
Proposal 1: [bookmark: _Ref61599172][bookmark: P3]RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment, nodes that have failed:
· A failed IAB node modifies system information locally to bar access to new IAB nodes or UEs after transmitting/receiving RLF recovery failure (type-4 RLF indication); and
· Type-4 indication also includes information about ancestor nodes that have failed.
[bookmark: _Ref67406644]Behavior of receiving type-2/3 RLF indication
As agreed in RAN2 #113e meeting, both type-2 and type-3 RLF indication are agreed to be supported in Rel-17. In this section, we mainly discuss the behavior of the child IAB nodes receiving type-2/type-3 RLF indication. 
The benefit of sending type-2 RLF indication is to inform the child node earlier of the experiencing RLF of its parent node, so that it can perform early steps for a possible change of parent nodes. As discussed before, IAB node sending type-2 RLF indication can still be recovered from RLF. It is suggested that type-2 RLF indication will not introduce any topology changes (topology adaptation, CHO, etc.). Topology adaptation needs new RRC reconfigurations, BAP channel/routes configurations and packet loss handling if needed. This introduces notable signaling exchanges and service interruption to the IAB network due to a short period of RLF which is possible to be recovered soon. However, upon receiving type-2 RLF indication, behaviors without topology changes can be considered based on IAB node’s existing configuration. Following behaviors of the receiving type-2 RLF indication is proposed to be considered:
Local Rerouting
As discussed the companion contribution [2], for an IAB node is dual-connect to two parent IAB nodes, IAB node can choose the SCG or MCG configured BAP configurations and select another egress link based on route/mapping rules locally. If local rerouting is configured at descendant nodes, a new routing path can be selected from the configured BAP routing table.
Proposal 2: [bookmark: _Ref68173883]Type-2 RLF indication is used to trigger local rerouting.
Early measurement 
If RLF recovery failed after sending type-2 RLF indication, IAB node receives a type-4 RLF indication and perform RRC reestablishment, which requires measurement of neighbor IAB nodes. To reduce service interruption time during RRC reestablishment, IAB node can perform measurement earlier.
For an IAB node (single-connected and dual-connected if local rerouting is not supported), upon receiving type-2 RLF indication, IAB node can perform early measurement of neighbor candidate IAB nodes. Switching to the target IAB node can be executed when they receive Type-4 RLF indication. If the receiving IAB node is configured with CHO, early measurement is still needed to decide the new target IAB node. If the selected target IAB node is one of CHO candidate IAB nodes, the corresponding RRCReconfiguration can be used upon receiving type-4 RLF indication.
Proposal 3: [bookmark: _Ref61599208][bookmark: P4]Type-2 RLF indication is used to trigger early measurement of neighbor candidate IAB nodes.
Similar to type-4 RLF indication, the spread of type-2/3 RLF indication should also be limited to one-hop, i.e. from IAB node experiencing RLF to its direct child nodes. This limit can maintain a relative stable routing configuration and topology.
Proposal 4: [bookmark: _Ref68173895]The propagation of type-2/3 RLF indication should be limited to one-hop, that is from IAB node experiencing RLF to its direct child nodes.
DAPS for single-connected IAB-node
During RAN2 #113bis-e meeting, companies had different understanding of the use cases and scenario of DAPS for IAB network. During previous discussion in RAN2, DAPS was proposed to reduce service interruption and load balancing. In Rel-16, DAPS was proposed to reduce service interruption during UE’s handover from one gNB to another gNB. During the DAPS handover, UE can only temporarily receive downlink data from two gNBs simultaneously. After DAPS handover, the UE is completely connected to the second gNB. The UE is single connected to either source gNB or target gNB. In this case, we should consider what enhancement is needed for a single-connected IAB-node and whether DAPS can help to solve the issue.
DAPS was proposed in RAN3 with following agreements. It can be observed that DAPS-like solution is proposed to enhance service interruption or other purposes during IAB inter-donor migration.
	RAN3 #110e meeting (under Agenda “IAB inter-donor migration”):
Discuss how to support simultaneous connectivity with 2 donors, to reduce service interruption; potential solutions may include dual-protocol-stack solutions (“DAPS-like”); FFS whether the same solution also applies to descendant nodes
The simultaneous connectivity dual-protocol-stack solutions (“DAPS-like”) of an IAB node should allow at least DL simultaneous transmission of BH traffic carried on BH RLC channels, on the paths to both donors.
RAN3 #111e meeting (under Agenda “Inter-Donor IAB Node Migration”):
WA: NRDC is supported as a baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB-donors; DAPS-like solution is not precluded
Liaise RAN2 to discuss use cases, functionality, and protocol stack of DAPS-like solutions for IAB.


Besides, for a dual-connected IAB-node, as agreed in RAN3 #111e meeting, NR-DC is supported as the baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB-donors. For load balancing, NR-DC can be used, which is discussed in the companion contribution [2].
Observation 3: [bookmark: _Ref71614719]DAPS should be discussed under the scenario of a single-connected IAB-node inter-donor migration.
One may consider following two scenarios for a single-connected IAB-node inter-donor migration:
Scenario 1: IAB-MT performs RLF recovery
When the IAB-node experiences RLF from the link connecting to its original parent IAB-node, assuming CHO is not configured, the IAB-node will perform RRC reestablishment and select another IAB-node as the new parent IAB-node. In this scenario, the source link of the migrating single-connected IAB node has an outage. Rel-16 DAPS requires connecting to the source and target gNB simultaneously for the short transition period, where dual protocol stacks are established for each gNB, respectively. In this scenario, the link between IAB-MT and the original parent IAB-node no longer exist. Hence, Rel-16 DAPS solution is not beneficial to reduce service interruption during RLF. Alternatively, CHO can help to improve robustness.
Observation 4: [bookmark: _Ref71614723]When a single-connected IAB-node experiences RLF, DAPS cannot help to reduce service interruption.
Scenario 2: Migrate one IAB-node to another parent IAB-node due to overload
Another key motivation of proposing DAPS is to reduce service interruption during IAB-node migration. However, it was not discussed before why IAB-node need to migrate to another IAB-donor CU, except for RLF recovery. On the one hand, mobile IAB-node is not supported in Rel-17, so that inter-donor migration is not triggered due to IAB-node mobility. On the other hand, it is also possible that one IAB-donor CU is overloaded due to massive UE and IAB-node connecting to it. When IAB-donor CU is overloaded, it can refuse new connection from other UE(s) or IAB-MT(s), as well as migrate some traffic flows to another IAB-donor CU. 
It was also agreed in RAN3 #111e meeting that inter-donor migration may terminate after top-level IAB-MT migration, which indicates that the collocated IAB-DU(s) remain F1 connection to the source IAB-donor CU. This mechanism can be used when RLF occurs to IAB-MT (i.e. scenario 1), however, it is not suitable when an overload occurs at IAB-donor CU.
	For a single-connected IAB-MT:
The procedure for inter-donor migration of a (top-level) migrating IAB-MT supports:
- reuse Xn handover procedure of the (top-level) migrating IAB-MT between two parent nodes connected to different IAB-donors, and
- the migration of F1 transport path for the collocated and all descendent IAB-DUs (i.e. the anchor nodes for the logical F1 connection do not change)
Inter-donor migration may terminate after top-level IAB-MT migration


Observation 5: [bookmark: _Ref71614728]Inter-donor migration may terminate after top-level IAB-MT migration for RLF purpose, not for IAB-donor CU overload scenario.
RAN3 further agreed a work assumption that the migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT is not precluded:
	WA:
migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT, is not precluded
If collocated IAB-DU is migrated, the Inter-donor migration procedure involves, among others: 
- the establishment of an F1-C association to the target donor, and 
- the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU.


When the corresponding IAB-DU(s) at intermediate IAB-node(s) are also considered to migrate to the new IAB-donor CU, the migrating IAB-node and its descendant IAB nodes and UEs need to reestablish their RRC connections with the new IAB-donor-CU, as well as establishing F1 connections with the new IAB-donor CU. It is a huge signaling overhead considering massive UEs’ context need to be transit to the new IAB-donor-CU. It also requires the new IAB-donor-CU has the capability to handle the GBR and other requirements for the migrating IAB nodes’ traffic. Hence, considering the huge signaling overhead and specification impact, for single-connected IAB node, inter-donor CU migration for load balancing purpose should be deprioritized in Rel-17. 
Proposal 5: [bookmark: _Ref71614733]A single-connected IAB-node only consider inter-donor CU migration for RLF recovery, not for load balancing. The co-located IAB-DU(s) remains F1 connected with the same IAB-donor CU after IAB-MT migration.
When IAB-MT migrates to another link while its collocated IAB-DU still keeps its F1 connection to the source IAB-donor CU, IAB-MT establishes connection and protocol stack with the new parent IAB-node. This procedure is the same as SCG link establishment for the IAB-node. To further reduce service interruption after accessing to the new parent node, Rel-16 DAPS is possible to be considered. The packets from/to the connected UEs will not be impacted as they are still routed to the source IAB-donor CU.
As agreed in RAN2 #109e meeting, RAN2 does not preclude IAB-MT to use DAPS for normal UE. Similar as intra-CU DAPS HO, DAPS HO of an IAB-MT is supported in Rel-16.
	For an IAB-MT node: 
- The “Basic Procedures” of the BAP layer feature group is mandatory.
- IP assignment over RRC is mandatory.
- All other Rel-16 features are optional.
RAN2 to prepare 2 sets of CRs one with and another without capability signalling and let the RAN plenary to decide on it.
RAN2 will not discuss the mandatoriness of Rel-15 features.


Observation 6: [bookmark: _Ref71614739]If one IAB-node is migrated to another IAB-donor CU without collocated IAB-DU migration, DAPS HO of an IAB-MT as a normal UE is not precluded in Rel-16.
However, if the collocated IAB-DU migrates together with IAB-MT to the new IAB-donor CU, UL simultaneous transmission is not supported in Rel-16 DAPS, as PDCP reordering and duplication detection are not synchronized between two gNBs. Hence, reduce uplink service interruption cannot be achieved. 
Observation 7: [bookmark: _Ref71614744]If collocated IAB-DU migrates together with IAB-MT when one IAB-node is migrated to another IAB-donor CU, benefit of introducing DAPS is limited as UL simultaneous transmission is not supported.
In summary, there’s less benefit to introduce DAPS for IAB inter-donor migration, as it can only bring benefit and reduce service interruption when IAB-node migrates to another IAB-donor CU without collocated IAB-DU migration. 
Proposal 6: [bookmark: _Ref71614750]RAN2 to deprioritize DAPS solution for IAB inter-donor migration in Rel-17.
Conclusion
In this contribution, we discussed RLF indication enhancement, including type-4 RLF indication enhancement, behavior upon receiving type-2/3 RLF indication. We further analyzed application scenarios of in IAB inter-donor migration, following by practical analysis on whether DAPS can help to solve network issues during IAB-inter-donor migration in different scenario. 
We propose following observations and proposals:
Observation 1:Type-2 RLF indication should not trigger deactivation of IAB-support in SIB due to: 1) IAB node may soon be recovered from RLF and BH link continues to be available; 2) “IAB-support” need to be modified twice in SIB which is costly.
Observation 2:Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Proposal 1:RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment, nodes that have failed:
· A failed IAB node modifies system information locally to bar access to new IAB nodes or UEs after transmitting/receiving RLF recovery failure (type-4 RLF indication); and
· Type-4 indication also includes information about ancestor nodes that have failed.
Proposal 2:Type-2 RLF indication is used to trigger local rerouting.
Proposal 3:Type-2 RLF indication is used to trigger early measurement of neighbor candidate IAB nodes.
Proposal 4:The propagation of type-2/3 RLF indication should be limited to one-hop, that is from IAB node experiencing RLF to its direct child nodes.
Observation 3:DAPS should be discussed under the scenario of a single-connected IAB-node inter-donor migration.
Observation 4:When a single-connected IAB-node experiences RLF, DAPS cannot help to reduce service interruption.
Observation 5:Inter-donor migration may terminate after top-level IAB-MT migration for RLF purpose, not for IAB-donor CU overload scenario.
Proposal 5:A single-connected IAB-node only consider inter-donor CU migration for RLF recovery, not for load balancing. The co-located IAB-DU(s) remains F1 connected with the same IAB-donor CU after IAB-MT migration.
Observation 6:If one IAB-node is migrated to another IAB-donor CU without collocated IAB-DU migration, DAPS HO of an IAB-MT as a normal UE is not precluded in Rel-16.
Observation 7:If collocated IAB-DU migrates together with IAB-MT when one IAB-node is migrated to another IAB-donor CU, benefit of introducing DAPS is limited as UL simultaneous transmission is not supported.
Proposal 6:RAN2 to deprioritize DAPS solution for IAB inter-donor migration in Rel-17.
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