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Introduction
RAN2 has received a liaison R3-211331 [1] from RAN3 on inter-donor topology redundancy. F1 termination points, load balancing and BAP routing issues are discussed in RAN3. During RAN2 #113e meeting, RAN2 also achieved several agreements on local rerouting, RLF indication enhancement for intra-donor topology adaptation.
In Rel-16, the IAB-node may select another BH link when the BH link has RLF. In this manner, a packet can be delivered via an alternative path in case the indicated path is no available. Moreover, RAN2 also assumes that the NR-DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB BH links with two parent nodes [4]. However, this topology redundancy is not always workable under NR-DC framework. In this contribution, we will discuss the limitation of supporting local rerouting under NR-DC.
In the companion contribution [2], inter-donor migration of a single-connected IAB node is discussed. In this contribution, we will focus on the topology adaptation enhancement for dual-parent IAB-node, including following aspects:
1) Use cases and scenarios
2) intra-donor local rerouting
3) inter-donor load balancing
4) NR-DC enhancement for RLF
Discussion
[bookmark: _Ref71301106]RLF recovery of dual-parent IAB-node
MCG/SCG failure handling and local rerouting
In Rel-16, if one IAB-node is connected to two parent nodes, NR-DC framework is used to configure dual radio links as BH links. As specified in [4], it was also agreed that one IAB-node can perform local rerouting when its BH link has RLF . 
	The IAB-node can receive multiple routing configurations with the same destination BAP address but different BAP path IDs. These routing configurations may resolve to the same or different egress BH links. In case the BH link has RLF, the IAB-node may select another BH link based on routing entries with the same destination BAP address, i.e., by disregarding the BAP path ID. In this manner, a packet can be delivered via an alternative path in case the indicated path is not available.


For inter-donor topology redundancy, RAN3 also captured following agreement in RAN3 #111e meeting:
	For the recovery of RLF occurring on one link for an IAB-MT with simultaneous inter-donor connectivity, all traffic can be rerouted to the other path without need for IAB-DU migration.


In RAN2 #107bis meeting, RAN2 also agreed when NR-DC is configured for the IAB-node, BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16.
	· When NR DC is configured for the IAB-node, 2.1 RLF is detected separately for the MCG-link and for the SCG-link, and 2.2 existing UE procedures are used for MCG-link and SCG-link failure handling.
· The following is agreed as working assumption: BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16. 
· For DC case, the IAB-node considers the radio link is failed and uses RRC existing or Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.


Recalling the UE procedure of MCG and SCG failure recovery, the following three scenarios of DC-configured IAB-node RLF are considered:
1) MCG-link RLF, fast MCG link recovery is not configured
2) MCG-link RLF, fast MCG link recovery is configured
3) SCG-link RLF


[bookmark: _Ref71292318]Figure 1. Intra-donor dual-parent IAB-node
Figure 1 shows a topology of a dual-parent IAB-node which is connected to two parent nodes within the same IAB-donor CU. Assuming BH RLC CH C between IAB-node 1 and IAB-node 3 is the MCG-link, while BH RLC CH D between IAB-node 2 and IAB-node 3 is the SCG-link. We will discuss the above three scenarios respectively. In the first two scenarios (i.e. MCG-link RLF), the original link is MCG-link. In the third scenario (SCG-link RLF), we assume SCG-link is the original link for traffic transmission. 
MCG-link RLF, fast MCG link recovery is not configured
MCG-link RLF of IAB-node 3 can be triggered by RLF of the BH link itself or upon receiving type-4 RLF indication from IAB-node 1 (due to RLF recovery failure of BH RLC CH A). Assuming fast MCG link recovery is not configured at IAB-node 3, IAB-node 3 declares MCG-link RLF, release the connection to IAB-node 1, and initiate RRC reestablishment. According to TS37.340 and TS38.331, MR-DC release is performed during RRC reestablishment, including spCellConfig release (if configured) [5][6]. In this case, the SCG-link in Figure 1 (i.e. BH RLC CH D between IAB-node 2 and IAB-node 3) is not available anymore, as SN is released during MN RRC reestablishment. Hence, local rerouting is not possible when MCG-link is RLF and fast MCG link recovery is not configured.
Observation 1: [bookmark: _Ref71613484]SN is released when MCG-link is RLF, and SCG-link is not available. Local rerouting is not available if fast MCG link recovery is not configured.
MCG-link RLF, fast MCG link recovery is configured
If fast MCG link recovery is configured at IAB-node 3, following SCG/MCG failure handling procedure specified in [5], IAB-node 3 shall suspend MCG transmission for all radio bearers and reports the failure with MCG Failure Information message to the MN via the SCG. Upon reception of the MCG Failure Indication, the MN can send RRC reconfiguration with reconfigurationWithSync message to IAB-node 3 and IAB-node 3 will resume MCG transmissions for all radio bearers after MCG handover. Together with this RRC reconfiguration message, SN can be changed/released or remain the same. 
Before receiving RRC reconfiguration message from MN, there’s a short period that SCG-link is still available, which allows IAB-node 3 to reroute the traffic to IAB-node 2 via SCG-link (i.e. BH RLC CH D). However, once IAB-node 3 receives RRC reconfiguration message from MN, whether local rerouting is still available depends on the SN status.
Observation 2: [bookmark: _Ref71613490]If fast MCG link recovery is configured and before RRC reconfiguration message is received from MN, local rerouting is temporarily available.
It was discussed in RAN2 #113bis-e meeting that UE can continue the transmission on SCG during handover in email discussion [AT113bis-e][005][NR15] Connection Control:
	[005] reconfigurationWithSync is not mandatory in SCG config for handover without SCG change (no spec changes needed).
[005] Postponed discussion: whether in the case of HO without SCG change, if SCG reconfigurationWithSync is not included, the UE continues the transmission on SG during the handover or not or whether this can be left to UE implementation, and whether there is a need for TS clarification. 


If the postpone discussion is agreed, and SN is not changed in the RRC Reconfiguration message, local rerouting via SCG-link is still available. 
Observation 3: [bookmark: _Ref71613495]If fast MCG link recovery is configured and UE can continue the transmission on SCG during the handover, local rerouting via SCG-link remains available during MCG handover.
Otherwise, if SN is changed or released, IAB-node 3 will receive a new SCG configuration (including new BAP configuration of SCG parent as well) or release SCG. IAB-node 3 shall restart the traffic originally transmitted via MCG-link in the new MCG-link after success RACH procedure to the new MN.
Observation 4: [bookmark: _Ref71613500]If fast MCG link recovery is configured and SN is changed or released, local rerouting is not available upon reception of RRC reconfiguration message from MN.
Alternatively, the MN can also send a RRC release message to IAB-node 3, upon which IAB-node 3 need to release all the radio bearers and configurations. SCG is also released together with MCG release, which is the same as the case when fast MCG link recovery is not configured. In this case, IAB-node 3 is not integrated to any parent node.
Observation 5: [bookmark: _Ref71613505]If fast MCG link recovery is configured and IAB-MT receives a RRC release from MN, the IAB-node is not integrated to any parent node.
SCG-link RLF
For traffic originally routing via SCG-link, when SCG-link is RLF, if MCG is not suspended, the UE will report the SCG Failure Information to the MN, instead of triggering re-establishment. In this case, MCG-link is still available for local rerouting, IAB-node 3 can reroute traffic via SCG-link to MCG-link if the same destination address is shared between two paths.
Observation 6: [bookmark: _Ref71613511]When SCG-link is RLF, traffic originally routed via SCG-link can be rerouted locally to MCG-link.
In summary, local rerouting cannot work well considering MCG/SCG failure handling. 
MCG/SCG fairlure handling enhancement for IAB
The main reason that leads to unsuccessful local rerouting during RLF is that MCG-link and SCG-link is not treated equally. In NR-DC framework, SCG may be impacted when MCG is released/reconfigured/re-established. This makes the SCG-link of one IAB-node may not be always available when MCG-link is RLF. It should be noted that NR-DC is originally proposed to improve system throughput, where one UE can connect to two gNBs simultaneously. 
For an IAB network, when an IAB-node has two parent nodes, treating two links with two parent nodes identically can help to improve system flexibility, as well as improve system robustness via topology redundancy. 
In this case, to remain the availability of SCG-link in the first two scenarios (MCG-link RLF) in section 2.1.1, SCG should not be changed or released when IAB-MT’s MCG-link is RLF. To minimize the specification impact, a simple way is to avoid SCG change or release when MCG is reconfigured and configure fast recovery at IAB-MT is necessary.  A text proposal to TS37.340 and TS38.300 can be found in Annex.
Proposal 1: [bookmark: _Ref71613517]Specify “Fast recovery should be configured for IAB-MT with NR-DC.  SCG should not be changed or released when IAB-MT’s MCG-link is RLF” in TS37.340 and TS38.300.
Intra-donor local rerouting
Local IAB nodes can make faster decision of routing path changing comparing to centralized rerouting which require measurement report from local nodes and send BH mapping information update from IAB-donor-CU accordingly. 
Trigger Condition
As agreed in RAN2 #113e meeting:
	· Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.


Besides HbH flow control (congestion), trigger conditions of local rerouting can consider the following options:
· Upon receiving type-2 and type-3 RLF indication
· Latency
· Channel link conditions
As discussed in the companion contribution [2], if an IAB node has two parent IAB nodes, local rerouting can be triggered by type-2 and type-3 RLF indication in order to reduce service interruption.
Another example is local rerouting due to longer latency scheduling, where end-user experience cannot be met. In the companion contribution [3], the hop count of the routing path is proposed to be included in the BAP header. With such information, each IAB node in the routing path has the knowledge of E2E latency of each packet. Considering the IAB topology may get changed due to various reasons, so does the routing table configuration, it is possible that there’s a less-hop BH link when packets arrive at the intermediate IAB node. By comparing the hop number of original BH link and target BH link, intermediate IAB node can select another BH link via local rerouting.
Proposal 2: [bookmark: _Ref61599070]For intra-donor dual-parent IAB-node, local rerouting is supported to be triggered by latency requirement.
Another way of utilizing the local rerouting is to reroute certain BH RLC channels/UE bearers to the other configured BH link for the load balancing purpose. Both configured BH links are used for data transmission and reception towards the same IAB node. 
Consider the IAB networks shown in Figure 2. In upstream, the link conditions of “IAB node 1 – IAB node 3” and “IAB node 2 – IAB node 3” is different and separately change according to its environment. Based on the channel condition changes, upstream traffic from IAB node 3 can separate different ratio towards IAB node 1 and IAB node 2. For example, when the channel quality between IAB node 1 and IAB node 3 is good, IAB node 3 can allocate larger portion of the upstream data to IAB node 1, i.e. rerouting certain UE bearers or BH RLC channels from IAB node 2 to IAB node 1. Same local rerouting to the downstream data towards the same destination BAP address (IAB node 3) can also be performed at IAB node 0 based on the channel condition of two downstream BH links connecting to IAB node 1 and IAB node 2, respectively. This allows intermediate IAB nodes supporting local rerouting to decide the traffic distribution for better traffic management considering the real time channel condition.
	

[bookmark: _Ref47382898]Figure 2


Proposal 3: [bookmark: _Ref61599081]For intra-donor dual-parent IAB-node, local rerouting is supported to be triggered by link conditions of configured egress BH links.
Local Rerouting Reporting and CU configuration
In Rel-16, if one IAB node has two parent IAB nodes, whether to migrate the F1-U tunnels from the first path to the second path is configured via IAB donor CU via the UE CONTEXT MODIFICATION REQUEST message (except RLF). With supporting local rerouting at intermediate IAB nodes, the configuration of BAP route and mapping rules need to be updated to IAB-donor-CU. IAB-donor-CU can update the stored configuration according to the received updated information from local rerouting. Since IAB-donor CU governs overall topology and routing for all IAB nodes in a centralized fashion, after receiving the local rerouting update information, IAB-donor-CU may decide to update routing globally based on local rerouting update or reconfigure a better routing configuration for that IAB node.
The updated BH mapping information can be updated via F1-C messages from intermediate IAB node who performs local rerouting to IAB-donor-CU. Those details can be left for RAN3 discussion.
Proposal 4: [bookmark: _Ref61599093]For intra-donor dual-parent IAB-node, IAB node reports the updated BH mapping information to IAB-donor-CU via F1-C after local rerouting.
Inter-donor topology redundancy for load balancing
Following two scenarios agreed in [1] as the inter-donor topology redundancy scenarios:


Figure 3. RAN3 agreed inter-donor topology redundancy
In intra-donor topology adaption, traffic can be rerouted to another path via local rerouting if IAB node is dual-connected with two parent nodes. Different from that, if collocated IAB-DU is migrating together with the migrating IAB-MT, local rerouting cannot be used for inter-donor migration if one traffic flow is moving from source IAB-donor-CU to target IAB-donor-CU completely. This is because the target IAB-donor-CU (i.e. IAB-donor-CU 2 in Figure 3) does not have the UE context of UEs under the migrating IAB node (i.e. IAB3 in Figure 3) and descendant IAB-node (i.e. IAB4 in Figure 3) if they are originally configured by IAB-donor-CU 1. If local rerouting is performed, the target IAB-donor-CU cannot process packets received from those UEs correctly due to lack of UE context and security keys in PDCP layer. To avoid that, the source IAB-donor CU should decide whether route certain traffic to another path is needed or not.
Moreover, whether one traffic flow is terminated at original IAB-donor-CU or terminated at the new IAB-donor-CU should depends on the traffic load handling at the original IAB-donor-CU. To reduce topology-wide signaling overhead and maintain stability of IAB network for fixed IAB nodes, the original IAB-donor-CU shall only consider migrating traffic to another IAB-donor-CU if it is overloaded. 
In summary, the source/original IAB-donor-CU is responsible to decide: 1) whether inter-donor topology adaptation is required for load balancing; 2) whether the migrating traffic flow still terminates at the original IAB-donor-CU. 
Proposal 5: [bookmark: _Ref68222817]When an IAB node is dual-connected with two IAB-donor-CUs, for load balancing, the original IAB-donor-CU should consider inter-donor migration only when the original IAB-donor-CU is overloaded.
Conclusion
In this contribution, we analyzed how to support local rerouting under NR-DC framework for both intra-donor and inter-donor scenario, and further propose an enhancement for MCG/SCG failure handling for IAB network. Local rerouting for intra-donor topology redundancy is further discussed, three new trigger conditions are proposed. In the end, for load balancing in inter-donor scenario, it is proposed that the source IAB-donor CU should be responsible for the decision.
We propose following observations and proposals:
Observation 1:SN is released when MCG-link is RLF, and SCG-link is not available. Local rerouting is not available if fast MCG link recovery is not configured.
Observation 2:If fast MCG link recovery is configured and before RRC reconfiguration message is received from MN, local rerouting is temporarily available.
Observation 3:If fast MCG link recovery is configured and UE can continue the transmission on SCG during the handover, local rerouting via SCG-link remains available during MCG handover.
Observation 4:If fast MCG link recovery is configured and SN is changed or released, local rerouting is not available upon reception of RRC reconfiguration message from MN.
Observation 5:If fast MCG link recovery is configured and IAB-MT receives a RRC release from MN, the IAB-node is not integrated to any parent node.
Observation 6:When SCG-link is RLF, traffic originally routed via SCG-link can be rerouted locally to MCG-link.
Proposal 1:Specify “Fast recovery should be configured for IAB-MT with NR-DC.  SCG should not be changed or released when IAB-MT’s MCG-link is RLF” in TS37.340 and TS38.300.
Proposal 2:For intra-donor dual-parent IAB-node, local rerouting is supported to be triggered by latency requirement.
Proposal 3:For intra-donor dual-parent IAB-node, local rerouting is supported to be triggered by link conditions of configured egress BH links.
Proposal 4:For intra-donor dual-parent IAB-node, IAB node reports the updated BH mapping information to IAB-donor-CU via F1-C after local rerouting.
Proposal 5:When an IAB node is dual-connected with two IAB-donor-CUs, for load balancing, the original IAB-donor-CU should consider inter-donor migration only when the original IAB-donor-CU is overloaded.
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[bookmark: _Toc37231916][bookmark: _Toc46501971][bookmark: _Toc51971319][bookmark: _Toc52551302][bookmark: _Toc67860699]6.11.3	Routing and BH-RLC-channel mapping on BAP sublayer


Figure 6.11.3-1: Routing and BH RLC channel selection on BAP sublayer
Routing on BAP sublayer uses the BAP routing ID, which is configured by the IAB-donor-CU. The BAP routing ID consists of BAP address and BAP path ID. The BAP address is used for the following purposes:
1.	Determination if a packet has reached the destination node, i.e. IAB-node or IAB-donor-DU, on BAP sublayer. This is the case if the BAP address in the packet's BAP header matches the BAP address configured via RRC on the IAB-node, or via F1AP on the IAB-donor-DU.
2.	Determination of the next-hop node for packets that have not reached their destination. This applies to packets arriving from a prior hop on BAP sublayer or that have been received from IP layer.
For packets arriving from a prior hop or from upper layers, the determination of the next-hop node is based on a routing configuration provided by the IAB-donor-CU via F1AP signalling or a default configuration provided by the IAB-donor-CU via RRC signalling. This F1AP configuration contains the mapping between the BAP routing ID carried in the packet's BAP header and the next-hop node's BAP address.
Table 6.11.3-1: Routing configuration
	BAP routing ID
	Next-hop BAP address

	Derived from BAP packet's BAP header
	Egress link to forward packet



The IAB-node resolves the next-hop BAP address to a physical backhaul link. For this purpose, the IAB-donor-CU provides the IAB-node/IAB-donor-DU with its child-node's BAP address via F1AP, and it provides the IAB-node with its parent-node's BAP address via RRC.
The IAB-node can receive multiple routing configurations with the same destination BAP address but different BAP path IDs. These routing configurations may resolve to the same or different egress BH links. In case the BH link has RLF, the IAB-node may select another BH link based on routing entries with the same destination BAP address, i.e., by disregarding the BAP path ID. In this manner, a packet can be delivered via an alternative path in case the indicated path is not available.
NOTE: To support rerouting to another egress BH link with the same destination BAP address, fast recovery should be configured for IAB-MT with NR-DC.  SCG should not be changed or released when IAB-MT’s MCG-link is RLF.
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[bookmark: _Toc29248346][bookmark: _Toc37200931][bookmark: _Toc46492797][bookmark: _Toc52568323][bookmark: _Toc60787190]7.7	SCG/MCG failure handling
RLF is declared separately for the MCG and for the SCG.
If radio link failure is detected for MCG, and fast MCG link recovery is configured, the UE triggers fast MCG link recovery. Otherwise, the UE initiates the RRC connection re-establishment procedure. During the execution of CPC, if radio link failure is detected for MCG, the UE initiates the RRC connection re-establishment procedure.
During fast MCG link recovery, the UE suspends MCG transmissions for all radio bearers and reports the failure with MCG Failure Information message to the MN via the SCG, using the SCG leg of split SRB1 or SRB3.
The UE includes in the MCG Failure Information message the measurement results available according to current measurement configuration of both the MN and the SN. Once the fast MCG link recovery is triggered, the UE maintains the current measurement configurations from both the MN and the SN, and continues measurements based on configuration from the MN and the SN, if possible. The UE initiates the RRC connection re-establishment procedure if it does not receive an RRC reconfiguration message, MobilityFromNRCommand message, MobilityFromEUTRACommand message or RRC release message within a certain time after fast MCG link recovery was initiated.
Upon reception of the MCG Failure Indication, the MN can send RRC reconfiguration message, MobilityFromNRCommand message, MobilityFromEUTRACommand message or RRC release message to the UE, using the SCG leg of split SRB1 or SRB3. Upon receiving an RRC reconfiguration message, MobilityFromNRCommand message or MobilityFromEUTRACommand message, the UE resumes MCG transmissions for all radio bearers. Upon receiving an RRC release message, the UE releases all the radio bearers and configurations.
NOTE 1:	It is up to network implementation to guarantee that the RRC-related messages are delivered to the UE by the SN before the release of its control plane resources.
     NOTE 2: For an IAB-MT, fast recovery should be configured for IAB-MT with NR-DC. SCG should not be changed or released when IAB-MT’s MCG-link is RLF.
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