3GPP TSG-RAN WG3 Meeting #114-e	R2-2104859
E-meeting, May 17 – 28, 2021	
Agenda Item:	8.4.3
Source: 	Qualcomm Incorporated
Title:	Inter-topology BAP routing
Document for:	Discussion
Introduction
RAN3 send an LS to RAN2 on inter-topology BAP routing including the following agreements and action [1]: 
	To support the above two scenarios, RAN3 has made the following agreements:
About F1 termination points:
· As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor
· The F1-terminating donor initiates the traffic offload to the other donor’s topology
About the granularity of load balancing:
· For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported
· In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic
About IP address assignment:
· Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node. 
About BAP routing and bearer mapping between two topologies:
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
2. Actions:
To RAN2:
ACTION: RAN3 respectfully asks RAN2 to take the above into account and be involved in the design of inter-donor topology redundancy and provide feedback if any.




RAN2 started discussion on this matter in [Post113-e][058][IAB17] on inter-donor topology adaptation [2]. This contribution includes a detailed discussion of options 1, 3a, 3b, 4 and 5 for inter-topology BAP routing as well as issues raised in the prior email discussion, and it addresses bearer mapping at the boundary node.

Discussion
2.1	Inter-topology BAP routing 
The discussion on inter-topology BAP routing is split between RAN2 and RAN3. While options 3 and 4 should be discussed in RAN2, option 5 resides in RAN3 scope. Further, inter-CU coordination for any of these options needs to be handled by RAN3. It is therefore instrumental for both WGs to have a holistic understanding of the topic. RAN3 further needs to decide if option 5 should be supported (or not). The following discussion therefore addresses the issues of all options. It closely follows a prior RAN2 email discussion on this matter.
Figure 1a shows an example of two IAB topologies referred to as topology 1 (blue, controlled by CU1) and topology 2 (green, controlled by CU2), which are interconnected by the boundary IAB-node-3. The boundary node was initially part of the blue topology 1 and added a secondary link to topology 2 at a later point in time. 
IAB-DU3 (on the boundary node) and the descendent IAB-node-4 remain with topology 1. IAB-DU3 and IAB-DU4 therefore have their F1 connectivity with CU1. IAB-DU3’s and IAB-DU4’s F1 traffic can be routed on the IP layer via IAB-donor-DU1 (i.e. only topology 1) or via IAB-donor-DU2 (i.e. across topologies 1 and 2).
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Figure 1a: Example scenario with redundant IP routing via two interconnected topologies 
Problem: 
We assume that the IAB-nodes and IAB-donor-DUs received BAP addresses from their respective IAB-donor-CUs before IAB-node-3 established the secondary link to topology 2. 
Since assignment of BAP addresses, BAP path IDs and BH RLC CH IDs occurs independently in each topology, the same values may be reused in each topology.
When packets are routed across both topologies, i.e., between the boundary IAB-node or its descendent nodes and donor-DU-2, collisions among BAP addresses, BAP path IDs and BH RLC CH IDs may occur.
In Figure 1b (left), both IAB-donor-DUs have the same BAP address. Therefore, the BAP address on UL BAP PDUs cannot be used to differentiate between these two destinations.
In Figure 1b (center), IAB-nodes 4 and 5 have the same BAP address. Therefore, the BAP address on DL BAP PDUs cannot be used to differentiate between these two destinations.
In Figure 1b (right), IAB-nodes 2 and 3 have the same BAP address. Therefore, the BAP address on DL PDUs cannot be used by IAB-node-2 to decide if the packet has to be forwarded to upper layers or to the next hop.
The following options 1, 3a, 3b, 4 and 5 agreed by RAN3 aim to address these issues. 
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Figure 1b: Conflicts on PDU forwarding for inter-topology BAP routing

2.2.1	Option 1: OAM-based coordination 
For single-vendor systems, OAM can be used to coordinate between CUs so that collisions in the BAP and BH RLC CH name spaces are avoided. The operation of such OAM-based inter-CU coordiation is out of scope for RAN3. Further, inter-vendor interoparability demands for the support of one of the other options disucssed below.  

2.2.2	Option 3a: Routing via unique identity – Extended BAP address
In this option, BAP routing uses identifiers, which are unique across both topologies. This is accomplished by extending the BAP address with a CU-related identifier. 

Figure 2 shows how this option is applied to the above example. In this example, the BAP address is extended with a CU-related ID referred to as CU1id for CU1 and CU2id for CU2. 

Note that in this option, the traffic to different destination topologies can share the same BH RLC channel.
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Figure 2: Option 3a - Extending BAP address with CU-specific ID to create unique routes across both topologies
What needs to be done: 
· All instances of the BAP address, i.e., in the BAP header, the default routing configuration, the routing configuration, UL/DL mapping configurations, etc. need to include an CU-related identifier.
· The CU-related identifier needs to be globally unique.

Issues raised in RAN2 email discussion:
· Need for extension of BAP header.
· Increase in U-plane overhead. Note that this increase can be expected to be in the order of a few bytes, which is rather small in comparison to the size of the IP header carried over the air interface.

2.2.3	Option 3b: Routing via unique identity – Separate LCID
In this option, a separate set of BH RLC channels is configured for PDUs that remain in the same topology vs. PDUs that cross into another topology. The IAB-node/IAB-donor-DU further receives a separate set of routing-, bearer-mapping- and UL/DL-mapping configurations for each of these two types of PDUs. The eLCID of the ingress BH RLC channel indicates the routing- and bearer-mapping tables to be used for a PDU. For DL and UL mapping, the tables are selected based on upper layer information (e.g. destination IP header information for DL mapping and F1-related information for UL mapping). 

Figure 2 shows how this option is applied to the above example. In this example, IAB-nodes 3 and 4 hold two separate UL routing tables indicated with Tcu1 and Tcu2 for destinations residing in the blue and the green topology, respectively. IAB-node 2 hold separate DL routing and bearer mapping tables for destinations in blue and green topology, respectively. IAB-donor-DU2 hold separate DL mapping and routing tables with respect to both topologies.

Note that in this option, the traffic to different destination topologies cannot share the same BH RLC channel.
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Figure 3: Option 3b - Topology differentiation based on LCID and topology-specific routing-/UL-/DL- tables
What needs to be done:
· A CU Id is added to each routing-, bearer-mapping-, UL/DL-mapping-, BAP-address- and BH-RLC-CH configuration. This allows the nodes to create topology-specific tables and BH RLC Channels. It allows the IAB-node to associate its BAP address with a specific topology.
· The DU stores the mapping between (e)LCID for each BH RLC channel and the CU Id to select routing and bearer mapping tables based on ingress RLC channel.
· DL PDUs are only matched to the local BAP address if they are destined for the same topology (i.e. are received from BH RLC CH with same CU ID as the locally configured BAP address). This needs to be captured in the BAP specification.
Issues raised in RAN2 email discussion:
· Need for configuration of two routing tables on some IAB-nodes.
· Reduction of eLCID space from 65k to 32k on each BH link for each topology. Note: It can be safely assumed that 32k LCs are still enough to support topology-specific traffic on the BH link.
[bookmark: _Hlk71012819]Some misperception in RAN2 email discussion:
· Inter-CU coordination of eLCID space would be necessary. This is not correct since the (e)LCID value is selected by the IAB-DU.

2.2.4 	Option 4: BAP header rewriting based on BAP-routing-ID 
In option 4, routing is local to each topology, i.e., BAP address, BAP path ID and BH RLC CH IDs have only local scope and can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is rewritten by the boundary node. For that purpose, the boundary node holds a mapping table, which maps the BAP routing ID of the PDU arriving from one topology to the BAP routing ID the PDU has to carry in the other topology. 

Figure 4 shows how this option is applied to the above example. In this example, the boundary node has a mapping from UL BAP routing ID = (A3, Px) to UL BAP routing ID = (A1, Py) and DL BAP routing ID (A5, Px) to DL BAP routing ID (A4, Py). 

Note that in this option, the traffic to different destination topologies can share the same BH RLC channel.
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Figure 4: Option 4 – BAP header rewriting based on BAP routing ID  
What needs to be done (example):
· The boundary node needs to be configurable with a separate BAP address for the second topology.
· The boundary node needs to be configurable with a BAP-header-rewriting table, which maps ingress BAP-routing-ID to egress BAP-routing-ID.
· BAP header rewriting needs to be captured in the BAP specification.
· The boundary node needs to be able to differentiate between PDUs, whose header is to be rewritten, and PDUs, that are forwarded to next hop in the same topology or sent to upper layers. The boundary IAB-node could, for instance, obtain separate BAP addresses in each topology that are only used for PDUs, whose header is to be rewritten.

Issues raised in RAN2 email discussion:
· Extra configuration necessary for the boundary node.
· Header rewriting could be performed by the hop before the boundary node. Note that this would extend beyond RAN3’s consideration of option 4.

Some misperception in RAN2 email discussion: 
· No coordination needed between CUs. This is not correct since CUs need to coordinate on the mapping between ingress and egress BAP routing IDs for header rewriting.
· Descendant nodes are not affected. This is not correct since the UL mapping on the descendant nodes needs to be reconfigured for traffic that is migrated to the path via the boundary node. The new UL mapping must include at BAP routing ID, which the boundary node recognizes for inter-topology forwarding.
· Inter-topology traffic can carry any BAP address when traveling toward the boundary node. This is not correct. Inter-topology traffic needs to include the BAP address assigned to the boundary node so that local rerouting will still deliver this traffic at this node.


2.2.5		Option 5: BAP header rewriting based on IP header
In option 5, routing is also local to each topology, i.e., BAP address, BAP path ID and BH RLC CH IDs have only local scope and can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is also rewritten by the boundary node. The boundary node also has to carry a separate BAP address in each topology.

Opposed to option 4, the boundary node derives the new BAP routing ID based on IP header information. For both, UL and DL directions, this IP-to-L2 mapping is equivalent to the DL mapping presently conducted at the IAB-donor-DU. 

Figure 5 shows how this option is applied to the above example. In this example, the boundary node has a mapping from IP header fields to BAP routing ID = (A1, Py) in UL direction and from IP header fields to BAP routing ID (A4, Py) in DL direction. The IP header fields are not shown here.

Note that in this option, the traffic to different destination topologies can share the same BH RLC channel.
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Figure 5: Option 5 – BAP header rewriting based on IP header  

What needs to be done:
· The boundary node needs to be configurable with a separate BAP address for the second topology.
· The boundary node needs to be configurable with an UL and DL mapping table equivalent to that presently configured on the IAB-donor-DU. The UL mapping table needs to include source IP addresses as selection criteria. Further, discussion is necessary.
· The UL mapping on the access IAB-node needs to be configurable to also set the IPv6 Flow Label and DSCP value on the IP header (as presently supported on the CU-UP).

Issues raised in RAN2 email discussion:
· Needs extension to Rel-16 protocol stack.
· No benefits over option 4 but more specification impact.
· Traffic can share BAP path in one topology but use different BAP paths in the other topology.
· Allows different bearer mapping in each topology.
· Boundary nodes also needs to be configured with IP header information.
· Boundary nodes needs to differentiate which PDUs are forwarded on BAP layer vs. sent to upper layers for IP routing.  


2.2.6		Summary
RAN2 and RAN3 should converge on the selection among these options in unison. Since option 5 resides in RAN3 scope, RAN2 can only select one of options 3a, 3b and 4.
Proposal 1: RAN2 to decide on its preference among options 3a, 3b and 4. 
RAN2 by itself can decide to pursue the selected option independent of RAN3’s decision to support option 5. 
Proposal 2: RAN2 to decide if it wants to move forward with the preferred option disregarding of RAN3’s support for option 5. 
RAN2 should provide feedback to RAN3 about these decisions.
Proposal 3: RAN2 to liaise RAN3 on these decisions.
 
2.2	Bearer mapping at boundary node
In Rel-16, mapping from ingress to egress RLC channels at intermediate IAB-nodes only includes information on the ingress and the egress BH RLC Channels. While the boundary node interconnects two topologies, it represents an intermediate node for transport of traffic between descendent nodes in one topology and donor-DU in another topology. For that reason, the same rules should apply as for the intermediate node.
Proposal 4: For the boundary node, the same ingress-to-egress BH RLC Channel mapping to be applied as for intermediate nodes.
P3 does not limit the granularity of bearer mapping for inter-topology traffic. The question arises, which of the two donor CUs should determine this granularity. Since the F1-terminating IAB-donor is aware of the UE context with F1-U granularity, it should be the one to determine this granularity.
Proposal 5: The F1-terminating IAB-donor-CU to determine the granularity of bearer mapping for inter-topology traffic. 

Conclusion
This contribution discussed inter-topology BAP routing options 1, 3a, 3b, 4 and 5 as well as bearer mapping at the boundary node. The following proposals were made:

Proposal 1: RAN2 to decide on its preference among options 3a, 3b and 4. 
Proposal 2: RAN2 to decide if it wants to move forward with the preferred option disregarding of RAN3’s support for option 5. 
Proposal 3: RAN2 to liaise RAN3 on these decisions.
 
Proposal 4: For the boundary node, the same ingress-to-egress BH RLC Channel mapping to be applied as for intermediate nodes.
Proposal 5: The F1-terminating IAB-donor-CU to determine the granularity of bearer mapping for inter-topology traffic. 
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