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[bookmark: _Ref53759895]Introduction
In this contribution, we will further discussion the potential solutions for topology-wide fairness, DL and UL congestion ‎mitigation.
Discussion
Remaining hops
In previous meetings, RAN2 reached below agreements.
	[bookmark: OLE_LINK13][bookmark: OLE_LINK14]RAN2#112-e
Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.
RAN2#113-e
RAN2 will not further discuss ways of evaluating success of any fairness mechanisms that may be introduced, beyond the already agreed definition of topology-wide fairness and its variants.



Considering the IAB topology, UEs with different hops should meet same QoS requirement for same service. In Rel-16 IAB, IAB-node cannot schedule according to the remaining hops. For example, there are two UEs, i.e., UE1 and UE2. The number of remaining hops between IAB-node and UE1 is 5, while the remaining hops between IAB-node and UE2 is 3. Since each hop in the network introduces additional latency in the upstream or downstream. Thus, the potential latency of UE1 is larger than UE2. So if IAB-node can schedule according to the remaining hops, it will have benefits for IAB topology fairness.
In order to ensure the topology-wide fairness, IAB-node should acquire topology information including the number of remaining hops in the upstream or downstream, to schedule the packet with larger number of remaining hops in higher priority.
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]Observation 1: If IAB-node can know the remaining hops, it would be benefit to achieve fairness.
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]IAB node schedules packets per BH RLC channel. The number of remaining hops can be configured by F1-C message when RLC channel is setup or modified, which can be included in BH RLC Channel to be Modified List and BH RLC Channel to be Setup List of UE CONTEXT SETUP REQUEST and UE CONTEXT MODIFICATION REQUEST.
Another option is to add the number remaining hops in BAP data header. Adding in the BAP header requires remaining hop subtract one hop when the service is across each-hop. This requires IAB-node can modify the BAP header in intimidate IAB-node.
Proposal 1: IAB-node should be configured with the number of remaining hops of BH RLC channel in the upstream or downstream to achieve the topology-wide fairness in Rel-17. FFS the number of remaining hops is configured by F1-C message or added in BAP header. 
Pre-emptive HbH flow control feedback
In Rel-16 DL HbH flow control mechanism, parent IAB-node will reduce the data transmission of its child IAB-node after receiving the DL HbH flow control feedback from child IAB-node. However, it may cause the potential congestion of parent IAB-node, because the data transmission of egress link is reduced and the data transmission of ingress link isn’t reduced in parent IAB-node. 
If ancestor IAB-node can know potential congestion of parent IAB-node in advance, ancestor IAB-node may reduce the downstream transmission before the actual congestion of parent IAB-node. It can reduce the congestion probability of the whole link. This is similar to pre-emptive BSR. Pre-emptive BSR is to apply for the resource for potential data transmission before received the actual data. 
Observation 2: If ancestor IAB-node can know potential congestion of parent IAB-node in advance, ancestor IAB-node may reduce the downstream transmission before the actual congestion of parent IAB-node. It can reduce the congestion probability of the whole link.
Thus we propose that RAN2 support IAB-node forwarding flow control feedback from its child IAB-node to the ancestor IAB-node.
[bookmark: _Toc61604226]Proposal 2: RAN2 support parent IAB-node forwarding the DL HbH flow control message from child IAB-node to ancestor IAB-node.
UL HbH flow control
In Rel-16, UL HbH flow control is based on the implementation. Parent IAB-node will reduce the UL grant of child IAB-node if parent IAB-node is congested. 
As shown in Figure 1, if IAB-node A (or PATH 1) is congested, IAB-node A will reduce the UL grant of child IAB-node C. That would cause the long-term congestion of child IAB-node C, because the data transmission of egress link is reduced and the data transmission of ingress link isn’t reduced. And then PATH 2 is going to be affected due to the PATH 1. In Rel-17, it can be supported the UL flow control feedback from IAB-node A (congested IAB-node) to IAB-node C (child IAB-node) and IAB-node C forwarding the UL flow control feedback to IAB-node D(descent IAB-node). When IAB-node C and IAB-node D receive the UL flow control feedback, they will reduce the transmission of PATH 1(congestion path). 
In Rel-17, it should be supported that child IAB-node reduced the UL grant of descendant IAB-node when it receives the UL HbH flow control feedback. This requires parent IAB-node should indicate the UL HbH Flow control message to child IAB-node. It can reduce the UL long-term congestion of child IAB-node, due to reducing the data transmission of descendant IAB-node. 
It is supported that child IAB-node forwarding the UL HbH flow control message from congested IAB-node to descent IAB-node, which can reduce the congestion path correctly and avoid affecting other paths.  



[bookmark: _Ref71449434]Figure 1 Example of UL flow control feedback
[bookmark: _Toc61604227]Proposal 3: In Rel-17, UL HbH Flow Control feedback can be supported.
Conclusion
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In section 2, we made the following observations:
Observation 1: If IAB-node can know the remaining hops, it would be benefit to achieve fairness.
Observation 2: If ancestor IAB-node can know potential congestion of parent IAB-node in advance, ancestor IAB-node may reduce the downstream transmission before the actual congestion of parent IAB-node. It can reduce the congestion probability of the whole link.

Based on the discussion in section 2, we propose the following:
[bookmark: _GoBack]Proposal 1: IAB-node should be configured with the number of remaining hops of BH RLC channel in the upstream or downstream to achieve the topology-wide fairness in Rel-17. FFS the number of remaining hops is configured by F1-C message or added in BAP header. 
Proposal 2: RAN2 support parent IAB-node forwarding the DL HbH flow control message from child IAB-node to ancestor IAB-node.
Proposal 3: In Rel-17, UL HbH Flow Control feedback can be supported.
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