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Introduction
Regarding group notification of multicast session activation, agreements have been reached in RAN2#113bis-e according to [1] as below, 
	There is Support to have group notification for multicast for MBS supporting nodes (e.g. paging)
 Support group notification for multicast for MBS supporting nodes
For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 
It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states
For the reply LS
For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.
For supporting nodes, using MBS session ID is feasible. 


There are some open issues to be resolved. We discuss and address them in this contribution. More specifically, the discussions cover the following aspects,
· Group notification channel.
· PRACH capacity issues due to group notifications.
· Cell reselection of UE monitoring group notification
· Notification of MBS session activation on non-MBS node.
Discussion
[bookmark: OLE_LINK1]Group notification channel
In RAN2#113bis-e meeting, RAN2 has agreed to support group notification for multicast for MBS supporting nodes and MBS session ID is used in this case. However, it is not decided in which group notification channel to deliver the MBS session ID to UE.
According to previous discussion, there are three possible options for the group notification channel on the table,
· Option 1: MCCH based mechanism. 
· Option 2: Group paging on unicast POs.
· Option 3: Group paging on multicast PO.
In general, MCCH based solution has less spec impact and no impact to legacy UE, comparing to group paging based solutions. The reason is we have already agreed to use MCCH and change notification for delivery mode 2, it can be easily reused for the purpose group notification.
To better understand the pros and cons of each option, a detailed comparison between MCCH based mechanism and group paging based mechanisms is illustrated as in table 2,
Table 1
	
	Option 1: MCCH based mechanism 
	Option 2: Group paging on unicast POs.
	Option 3: Group paging on multicast PO.

	Resource efficiency
	High
Same group paging message is sent only a single resource 
	Low
Same group paging message should be sent on each unicast PO ,multiple resources are used 
	High
Same group paging message is sent only a single resource

	Effort/spec impact
	No or low 
To reuse MCCH based mechanism for delivery mode 2
	Medium
Effort:
- paging message is enhanced to include the MBS session ID in paging message.
- To include an indication in short message in paging DCI.
	High
Effort:
-paging message is enhanced to include the MBS session ID in paging message.
-To include an indication in short message in paging DCI.
-to define a new multicast PO

	[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Impact to legacy UEs/UEs not interested in MBS
	No impact
Legacy UE/ UEs not interested in MBS do not monitor MCCH
	High impact, if no enhancement to legacy short message in paging QCI.  
Or, Low impact, if enhancement to legacy short message in paging QCI.  
	No impact
Legacy UE/ UEs not interested in MBS do not monitor group paging on multicast PO

	Impact to UE power consumption
	Not increased
A MBS UE(interested in multicast and broadcast) only need to monitor the legacy unicast PO+MCCH
	Not increased
A MBS UE (interested in multicast and broadcast) only need to monitor the legacy unicast PO+MCCH.
	Increased
 A MBS UE (interested in multicast and broadcast) only need to monitor the legacy paging on unicast PO+group paging on multicast PO+MCCH.



Based on the comparisons above, MCCH is more suitable to be used as group notification channel. We therefore have the following proposal.
Proposal 1: MCCH is used as group notification channel for multicast session activation on MBS node.
PRACH capacity issues due to group notifications
The PRACH capability issue is discussed last RAN2 meeting. It is assumed a large number of UEs may monitor group notification at a specific occasion, and then many UEs may initiate the random access procedure simultaneously when the multicast session is activated. 
PRACH resources could be a problem if the number of UEs is really huge. However, firstly we need to understand the possible amount of UEs monitoring the group notification.
In principle the UEs monitoring the group notification in idle/inactive mode are the UEs receiving the multicast session in connected mode before the session is deactivated. So the number of UE monitoring the group notification should not more than the maximum number of UEs receiving multicast in connected mode that a MBS node can accommodate.
Then the question is how many UEs receiving multicast can be supported in connected mode? Do we support multicast service to a large number of UEs in a cell?
There is no direct discussion on this aspect yet, but we still can find some clues from the previous discussion. RAN2 have ever discussed whether to support multicast in RRC_INACTIVE/RRC_IDLE, which is apparently motivated by supporting multicast services to a large number of UEs in a cell. However, it is decided to deprioritize the Multicast support for RRC Inactive, according to the agreement as below,
	Chair: RAN2 will prioritize Active Multicast support in RRC Connected mode in Rel-17. If time permits Multicast support for RRC Inactive can be considered later (once connected mode Multicast solution, and Broadcast solution has become more mature).


So it seems we can deduce from the above conclusion that support multicast to a large number of UEs is with lower priority in R17. Consequently support of group notification to a large number of UEs should also be in low priority. 
Observation 1:  Support of a large number of UEs monitoring group notification should be deprioritized.
The legacy NR RACH mechanism is robust against RACH congestion. It can accommodate a lot of RACH attempts simultaneously, and if congestion occurs, RACH retry is possible with a backoff timer provided by gNB.
Observation 2: Legacy RACH mechanism is able to accommodate RACH attempts from many UEs.
The multicast session can be in inactive state when no multicast data are transmitted. For this case, UE can stay in RRC_IDLE or RRC_INACTIVE, and monitor the group notification for the multicast session activation. However, it is not typical case that there is no data on a multicast session. Typically there is data traffic on an established multicast session and it is always in active state. UE receiving multicast session stays in connected mode and group notification is not needed for this case, as we have agreed in RAN2#113bis-e,
	For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 


So it seems not worth to consider special PRACH design for the case that does not often happens, considering the complexity and spec impact
Observation 3: Group notification for multicast session activation is not a case that often happens.
Proposal 2: For group notification, no need to resolve PRACH capacity issue.
Cell reselection of UE monitoring group notification
When the UE in RRC_IDLE or RRC_INACTIVE is monitoring group notification for multicast session activation, the cell reselection can happen. From resource efficiency point of view, UE should try to camp on a MBS cell if it exists during cell reselection. Then UE can receive the multicast session via shared delivery on MBS cell when the multicast session is activated. The procedure is illustrated in Figure 1,


Figure 1
Then the question is how to enable UE to determine whether a neighbor cell supports MBS or not before camp on the candidate cell. There are several possible options.
Option 1: Determine by whether MBS SIB for delivery mode 2 is present in target cell.
For delivery mode 2, BCCH and MCCH are used for the transmission of PTM configuration. 
	The two-step based approach (i.e. BCCH and MCCH) as adopted by LTE SC-PTM is reused for the transmission of PTM configuration for NR MBS delivery mode 2.


A cell supports broadcast should support multicast as well, so UE can determine that the multicast is supported in the cell if it can determine that broadcast is supported. For broadcast, one possible way to determine whether the cell supports broadcast is to check the presence of MBS SIB for delivery mode 2. 
However, it is not clear whether MBS SIB for delivery mode 2 is still present in a MBS cell if the cell is not in the service area of any broadcast session. If so, option 1 is not feasible.
Option 2: Indicator in the SIB on whether the cell supports MBS
If option 1 is not feasible, an alternative can be considered. An indicator can be introduced in the SIB to indicate whether the cell supports MBS. UE can prioritize to camp on the cell if support of MBS is indicated in the SIB.
Proposal 3: During cell reselection, for the UE monitoring group notification of multicast activation, it should prioritize to camp on the MBS cell.
Notification of MBS session activation on non-MBS node
It has been agreed in RAN2#113bis-e that only unicast paging is supported in non-MBS node as below,
	For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.


It makes sense as the non-MBS node means a NG-RAN node which does not support MBS features, so it should not be required to support any MBS specific functions, e.g. extra design for multicast Session activation notification. But the MBS traffic still can be delivered to UE via individual delivery on non-MBS node.
However, scalability issue when using legacy unicast paging if a large number of MBS users on non-MBS node has been raised, according to [2],
	Some companies are concerned about scalability issue when using legacy unicast paging if a large number of MBS users are served by non-supporting NG-RAN node (e.g. comparable to the number of users receiving an MBS service under MBS supporting node). However, majority of companies believes such scenario should be prevented by configuring/deploying the nodes to be MBS supporting node whenever there is sufficient demand. If a node covering large number of MBS UEs is configured/deployed as MBS non-supporting node, then radio resources capacity can be exceeded not only for paging channel, but also for data channels.


The assumed scenario that a large number of MBS users are receiving MBS on non-MBS node is not valid scenario. Apparently delivery of MBS traffic via individual delivery mode to a large number of UEs on non-MBS node is not resource efficient. Therefore, if potentially there are a large number of UEs interested in MBS in the coverage of the non-MBS node, the node should be configured as MBS node for the efficient MBS delivery. 
Observation 4: A large number of UEs receiving MBS on non-MBS node is not a valid case.
Proposal 4: Do not support the case that a large number of UEs are receiving multicast session on non-MBS node.
Conclusion
In this contribution, we discuss on delivery mode 2 remaining aspects, based on which the observations and proposals are summarized as the following, 
Proposal 1: MCCH is used as group notification channel for multicast session activation on MBS node.
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]Observation 1:  Support of a large number of UEs monitoring group notification should be deprioritized.
Observation 2: Legacy RACH mechanism is able to accommodate RACH attempts from many UEs.
Observation 3: Group notification for multicast session activation is not a case that often happens.
Proposal 2: For group notification, no need to resolve PRACH capacity issue.
Proposal 3: During cell reselection, for the UE monitoring group notification of multicast activation, it should prioritize to camp on the MBS cell.
Observation 4: A large number of UEs receiving MBS on non-MBS node is not a valid case.
Proposal 4: Do not support the case that a large number of UEs are receiving multicast session on non-MBS node.
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