
[bookmark: OLE_LINK39][bookmark: OLE_LINK40][bookmark: OLE_LINK41][bookmark: OLE_LINK42]3GPP TSG-RAN WG2 Meeting #114-e                                                     R2-2106558
Online, May 19 – May 27, 2021

Source:	CATT 
Title:	Summary of [502][URLLC/IIoT] QoS for IIoT (CATT)
Agenda Item:	8.5.4
Document for:	Discussion and Decision
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This contribution provides a summary of the following email discussion:
[AT114e][502][URLLC/IIoT]  QoS for IIoT (CATT)
Scope
-	Discuss the need of fast reactive solutions, identify issues related to gNB implementation, and downscope UE based solutions for further study.  Identify target scenario 

	Deadline for companies’ inputs: 05-24-2021 14:00 UTC
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Discussion
As a follow-up of the offline #506 [2], the following agreements on RAN enhancements based on new QoS were achieved in the first GTW session on R17 URLLC of RAN2#114-e [1]:
Agreement:
1. RAN2 does not consider the Burst Spread parameter in RAN
2. The Burst End Time parameter in RAN is out of scope for Rel-17 IIoT WI.
3. No specific enhancements in support of Survival Time in UCE will be studied in R17, but we should aim for solutions for Survival time that also work in UCE 
4. When Survival Time information is provided in TSC AI, RAN action (gNB and/or UE) can utilize it to improve the associated link reliability so that the survival time requirement is met
5. Study fast mechanisms for survival time handling and the need

=>	email discussion to discuss the need of fast reactive solution, issues related to gNB implementation, and down-scoping of UE based solutions.  What is the target scenario we want to consider? 
Given the short time of this email discussion, it focuses on:
1. Target scenario
2. Solutions for triggering Survival Time
3. Down-scoping
[bookmark: _Ref68110415]Target scenario
As agreed in RAN2#113bis-e, the relevant Survival Time requirements to consider are those of the Periodic deterministic communication service which are expressed by SA1 in Table 5.2-1 from TS 22.104 [3], copied below for convenience/reference. However, it is a common understanding that for non-stringent usecases, gNB has enough time to safely react to Survival Time and reconfigure the uplink transmissions serving the traffic before the Survival Time deadline. So it is important to focus the discussion on the most stringent case which can be used as a reference to check which solution is viable and which is not. Therefore we suggest using the most stringent usecase of Table 5.2-1 where:
· Traffic period (transfer interval) = 0.5ms
· End to end latency < Traffic period
· Survival Time = 0.5ms
This scenario is illustrated in Figure 1, where such traffic is mapped on a configured grant configuration.

[bookmark: _Ref71405087]Figure 1: Target scenario for Survival Time
In such scenario, as soon as one message transmission fails, the very next message must be delivered successfully otherwise the Survival Time is violated.
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of Ues
	Service area 
(note 3)
	Remarks

	99.999 % to 99.999 99 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 %
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Disribute automated switching for isolation and service restoration (A.4.4); (note 5) 

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	50 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	250 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1,000 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99.999 9 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.999 9 % to 99.999 999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h (linear movement)
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99.999 999 %
	1 day
	< 8 ms
(note 14)
	250 kbit/s
	40 to 250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Emergency stop (connectivity availability) (A.2.4.1A)

	99.999 99 %
	1 day
	< 10 ms
(note 14)
	< 1 Mbit/s
	<1024
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Safety data stream (A.2.4.1A)

	99.999 999 %
	1 day
	10 ms to 100 ms
(note 14)
	10 kbit/s
	10 to 100
	10 ms to 100 ms
	transfer interval
	stationary
	2 or more
	100 m² to 2,000 m²
	Mobile Operation Panel: Control to visualization (A.2.4.1A)

	99.999 999 %
	1 day
	< 1 ms
(note 14)
	12 Mbit/s to 16 Mbit/s
	10 to 100
	1 ms
	~ 1 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Motion control (A.2.4.1A)

	99.999 999 %
	1 day
	< 2 ms 
(note 14)
	16 kbit/s (UL)
2 Mbit/s (DL)
	50
	2 ms
	~ 2 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Haptic feedback data stream (A.2.4.1A)

	99.999 9 % to 99.999 999 %
	~ 1 year
	< transfer interval
	–
	40 to 250

	< 12 ms (note 7)
	12 ms
	< 8 km/h (linear movement)
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels –remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99.999 9 % to 99.999 999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99.999 %
	TBD
	~ 50 ms  
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Primary frequency control (A.4.2); (note 9)

	99.999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100,000
	several km2 up to 100,000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60 s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10,000 to 100,000
	≤ 10 km x 10 km x 50 m
	Plant asset management (A.2.3.3)

	>99.999 999 %
	> 10 years
	< 2 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	1
	< 100 m2
	Robotic Aided Surgery (A.6.2)

	>99.999 9 % 
	> 1 year
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2,000
	1 ms
	transfer interval value
	stationary
	2 per 1,000 km2
	< 400 km (note 12)
	Robotic Aided Surgery (A.6.2)

	>99.999 %
	>> 1 month 
(< 1 year)
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	80
	1 ms
	transfer interval value
	stationary
	20 per 100 km2
	< 50 km (note 12)
	Robotic Aided Diagnosis (A.6.3)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisation information
	> 5 ms
> 2.5 ms
> 1.7 ms
(note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 6 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50  m x 5 m x 5 m
(note 11)
	Cooperative carrying – fragile work pieces; (ProSe communication) (A.2.2.5)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< 0.5 x transfer interval
	2.5 Mbit/s
	250
500 with localisation information
	> 5 ms 
> 2.5 ms
> 1.7 ms (note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 12 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m
(note 11)
	Cooperative carrying – elastic work pieces; (ProSe communication) (A.2.2.5)

	NOTE 1:	One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.
NOTE 2:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 3:	Length x width (x height).
NOTE 4:	(void)
NOTE 5:	Communication includes two wireless links (UE to UE).
NOTE 6:	This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.
NOTE 7:	The transfer interval deviates around its target value by < ±25 %.
NOTE 8:	The transfer interval deviates around its target value by < ±5 %.
NOTE 9:	Communication may include two wireless links (UE to UE).
NOTE 10:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or three times, respectively).
NOTE 11:	Service Area for direct communication between Ues. The group of Ues with direct communication might move throughout the whole factory site (up to several km²). 
NOTE 12:	Maximum straight-line distance between Ues. 
NOTE 12a:	It applies to both UL and DL unless stated otherwise.
NOTE 13:	It applies to both linear movement and rotation unless stated otherwise. 
NOTE 14:	The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.


[bookmark: _Ref68108230]
Q1: Do you agree to use the performance requirements of the top row of Table 5.2-1 from TS 22.104 to compare the different solutions for handling Survival Time in RAN?
	Company
	Yes/No
	Comments

	CATT
	Yes
	

	Fujitsu
	Yes
	

	Nokia
	Yes but
	We agree the top row of Table 5.2-1 should be used as the targeted use case. 
However, we also think support of the use cases involving UE-to-UE communications should be examined, i.e. the use cases with “Note 5” indication. Our understanding is, when survival time state is triggered in one wireless link, the survival time state should be triggered in the other wireless link too. Therefore, the next message can be reliably transmitted in an end-to-end manner to ensure survival time is not violated. If only one of the wireless links enters survival time state, the next message may still fail in the wireless link that did not enter survival time state, and survival time violation may still occur. 
For this use case, we don’t think there is a inter-gNB signalling that is fast/dynamic enough to support this coordination.

	Qualcomm
	No
	In our view, the 0.5ms Survival time is an overtly stringent use case, and thus is unrepresentative of the needed solutions. RAN2 focusing on the 0.5ms use case may cause either the agreed solution to be very narrowly tailored to that use case but not a good solution in other relevant cases (e.g. it may be the case only severely over-provisioning resources may be the solution that guarantees survival time expiry only happens once every 10^6-10^9 packets) or it may be the case that for 0.5ms, no good solution exists and going for a nominally lower PER is the only thing to do; In this case RAN2 should not give up on the problem and should still look at solutions that can help with other use-cases where implementation is not sufficient.
 
Instead, we share the rapporteur understanding that “that for non-stringent use-cases, gNB has enough time to safely react to Survival Time and reconfigure the uplink transmissions serving the traffic before the Survival Time deadline” and suggest that we look at 2-3 use cases that represent several levels of use cases that are too stringent for gNB to react, but between them offer different levels of stringency. We propose looking at the first three rows highlighted in the table above that cover
· Motion Control: ST=0.5ms, Traffic period =0.5ms, latency< 0.5ms.
· Motion Control: ST=1ms, period=1ms, latency< 1ms.
· Motion Control: ST=2ms, period=2ms, latency< 2ms.

	Huawei, HiSilicon
	No with comments
	We understand Q1 might be modified as “to use the top rows of Table 5.2-1” which are highlighted by rapporteur. With this understanding, we support Qualcomm’s suggestion.

	ZTE
	Yes, but
	We agree to pay more attention to the ST=0.5ms use case in the top row of Table 5.2-1 when considering the solution. But we expect a common solution which can also cover the other use cases in which ST equals to several transfer intervals, e.g., 3 x transfer intervals. 
Such solution can achieve trade-off between transmission reliability and resource efficiency, e.g., can not only boost the reliability transmission quickly enough in the most stringent scenario but also pend the increased reliability until it is really necessary in some other not stringent use cases.
For the use cases involving UE-to-UE communications mentioned by Nokia, we think it’s may be a bit different from time synchronization when we discuss the QoS. Per our understanding for core network spec, end-to-end latency is generally includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links. Therefore, we assume no any special consideration for such cases in RAN. We can just follow the Survival Time requirement given in TSCAI.

	LG
	Yes
	For medium and long ST, the network has enough time to control the UE’s UL transmission, and there should be no problem. Thus, the focus should be on short ST.

	Lenovo
	Yes
	We should focus for this discussion on short ST.  

	Ericsson
	Yes
	This would help RAN2 to narrow down scenarios in which normative spec changes might be needed, i.e., for medium and long survival time, gNB implementation solutions are sufficient. 

	Futurewei
	No
	We agree with Qualcomm that targeting only 0.5msec ST requirement may result in overly conservative and radio-inefficient solution(s) being the only choice, and hence agree that the top three rows should be considered. In addition, the wire-to-wireless replacement use cases (with the following requirements) may be on the border area and can be considered as well:
· Wire-to-wireless replacement: ST=3x period, period=1ms, latency< 1ms.

	OPPO
	Yes
	Also, we have sympathy on Qualcomm’ s comments. If NW vendor think it is too stringent for gNB to react for the cases in the second/third row, we are also fine to consider them together with the case in the top row.

	Xiaomi
	No
	We don’t think RAN2 should try to find a solution to fulfill the 0.5ms survival time requirement. Neither the gNB nor the UE can reactively change its scheduling strategies to meet the 0.5 survival time requirement, considering the processing delay at both the UE and the gNB.

	Samsung
	Yes but…
	Any use case with (short) ST equal to the target value for the transfer interval is especially relevant and the rapporteur’s analysis above applies to those cases as well. But we agree that the top row is the trickiest case.

However we do have a similar understanding with Qualcomm and Futurewei that sole focus on the most stringent case may lead to a solution which is inefficient in other (also stringent) relevant cases. On the other hand, optimization for several different use cases can lead to fragmentation of solutions so we understand where the rapporteur is coming from.

	TCL
	Yes
	Generally agree with Nokia. In this discussion, we focus on whether the gNB only solutions can cover all the cases and whether the UE based reactive enhancements are needed, so the most stringent case should be the main scenario here. If the gNB only solutions cannot meet the 0.5ms Survival Time requirements, then the UE based reactive enhancements are needed. For we are not to exclude the gNB based enhancements, so the use cases with less stringent requirements should not be handled in this discussion. 

	MediaTek
	Yes
	We share the rapporteur’s view that for medium and long survival time values, gNB implementation is sufficient. We only need to focus on the stringest case(s) to see if there’s anything further that need/can be done.

	China Telecom
	No
	Agree with Qualcomm.
Not all scenarios have such stringent requirements as the use case in the top row of Table 5.2-1. Using it as the representative scenario will narrow down the scope of the solutions.

	Apple
	No
	We also think it would be good to consider the top 3 rows for motion control in table 5.2-1 as proposed by Qualcomm.

	III
	Yes
	

	Intel
	No
	We agree with other companies that using the most stringent use-case is restrictive in terms of solution down-scoping. 

	vivo
	No
	For the most stringent use case (i.e. ST=0.5ms), UE proactive solution or the solution increasing the reliability of transmission from the beginning may be used to handle the ST requirement. 
[bookmark: OLE_LINK4]However, these solutions are not the best solution for other use-cases where implementation is not optimal, e.g. considering the source inefficiency. Thus, we suggest to consider the three use cases which are highlighted by rapporteur to find a unified solution which can balance resource efficiency and reliability.



Summary:
20 companies provided inputs to this question.
· 11/20 companies support focusing on the performance requirements of the top row of Table 5.2-1 from TS 22.104 (transfer interval = survival time  = 0.5ms)
· 7/20 companies support extending the focus to also the other top 2 usecases, i.e. support focusing on the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time  = 0.5/1/2ms)
· Nokia and TCL think the use cases involving UE-to-UE communications should also be examined, i.e. the use cases with “Note 5” indication. But ZTE think that for core network spec, end-to-end latency generally includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links, so it should not impact ST handling in RAN.
· ZTE and Futurewei would also like to include usecases in which ST equals to several transfer intervals, e.g., 3 x transfer intervals such as the 6th row: ST=3x period, latency < period=1ms.
· Xiaomi do not support using the top row as reference usecase because they think neither the gNB nor the UE can reactively change its scheduling strategies to meet the 0.5 survival time requirement, considering the processing delay at both the UE and the gNB. Similarly, Intel thinks using the most stringent use-case is restrictive in terms of solution down-scoping. But the two companies do not suggest which other scenario should be used instead.

Based on the above, some majority (11/19) supports focusing on the performance requirements of the top row of Table 5.2-1 but another group (6/19) would like to extend it to the top 3 rows. The further requests to also involve UE-to-UE communications or usecases with 3 x transfer intervals are only supported by two companies each, so it is proposed:
Proposal 1 (11/20): As a baseline, RAN2 takes the performance requirements of the top row of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5ms) for studying ST solutions
Proposal 2 (7/20): RAN2 further discusses if the above is extended to the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
[bookmark: _Ref69900015]Survival Time Trigger and solutions
The focus of this email discussion is to assess the issues associated with the main options discussed so far for addressing Survival Time.
1. Left to gNB implementation only, so that specification enhancements for UE-based solutions are not needed   
2. UE-based with proactive trigger: UE triggers ST based on Sequence Number i.e. boosts reliability proactively every N packets 
3. UE-based with reactive trigger:
a. based on Tx-side timer
b. based on “NACK” 
[bookmark: _Ref69914787]Survival Time handling left to gNB implementation only
Three different solutions have been provided by proponents, as follows:
1. Increase the reliability of transmission from the beginning based on gNB configuration [4]
2. Sending a CG type 2 (re)-activation command for the failed CG configuration or a dynamic uplink grant with a more robust MCS [5]
3. Activate duplication via CG type 2 (re)-activation [5]
[bookmark: _Ref72484291]Increase the reliability of transmission from the beginning
This is by far the simplest approach and consists in permanently boosting the transmission so that the communication service never enters Survival Time. Clearly this solution can meet the requirements from the most stringent usecase discussed in Section 3.1. But the obvious associated drawback of this solution is the resource wastage (and associated useless generated interference) since all packet transmissions are sent as if the communication service was in Survival Time, which in practice is only expected to occur very infrequently.
Q2-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q2-b: Do you agree this solution is sufficient to address Survival Time by gNB implementation only?
	Company
	Q2-a (Yes/No)
	Q2-b (Yes/No)
	Comments

	CATT
	Yes
	No
	Clearly this solution can meet the requirements but it is clearly overkill to overprovision the link to that extent, from both resource efficiency and interference perspective. So we don’t think the handling Survival Time in RAN can rely on such solution only. 

	Fujitsu
	Yes
	No
	It is too burden for the gNB to boost the reliability transmission from the beginning. The overprovision for URLCC causes drawback that performance degradation of other services.

	Nokia
	Yes
	Yes/No
	We can of course use this method to avoid survival time violation at all cost, but this makes TSCAI from the core network totally pointless. Since the core network can tell RAN about how long the application can continue its operation when an expected message does not deliver, RAN should utilize this information to perform a more appropriate resource allocation.

	Qualcomm
	No
	No
	While increasing reliability all the time may fulfill ST requirements for a single UE. This will come at the cost of 1. Wasted overprovisioned resources due to being in survival state all the time. 2. Increased UE power consumption all the time which may not be feasible. 3. Increased interference between UEs which will end up limiting capacity. Note that SA1 requirements also include number of UEs in the cell that will be harder to satisfy if all UEs duplicate all the time.

	Huawei, HiSilicon
	Yes
	No
	This solution can meet the CSA/ST requirements of the most stringent use case and might be used as the “last resort” if other solutions fail, however it is most expensive solution with the cost of higher resource usage. The lower resource utilization efficiency would lead to fewer IIoT users that can be supported by the network for a certain area, which could turn out to be one bottleneck from another aspect.

	ZTE
	Yes/No
	No
	Agree with CATT. Also agree with Qualcomm that if considering resources efficiency in the whole cell, even for the first question, the answer might be “No”.

	LG
	Yes
	Yes
	We don’t think it is over-provisioning of radio resource.

Please check the 22.104 on survival time.

	communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.



As can be seen above, if a packet transmission is not received within the sum of maximum allowed end-to-end latency and survival time, the system is considered unavailable.

Let’s take an example of 1ms survival time in the table. In this case, the transfer interval is 1ms and maximum E2E latency is less than 1ms. Let’s assume maximum E2E latency is 0.8ms.
Then’ the system will collapse if a packet is not received within 1.8ms.

Therefore, the figure 1 is not correct because survival time is already expired before transmitting the 3rd packet (i.e. 3rd packet can be received 2ms after the 1st packet is received).

From this reasoning, we think every packet should be reliably transmitted if survival time = transfer interval. It is too late to increase the reliability for the next packet after a packet transmission is failed.
If survival time = transfer interval, reliability should be ensured for every packet transmission.


	Lenovo
	Yes
	No
	We agree with others that this solution comes at the expense of a high resource wastage. Furthermore it will also significantly increase the UE’s power consumption for most of the cases unnecessarily. RAN2 should design a solution which also considers those aspects like resource efficiency and UE’s power consumption.  

	Ericsson
	Yes
	Yes 
	This solution is one of the toolboxes within the package of the gNB implementation solutions. The whole package is sufficient. 

This can be used in some scenarios in which gNB may not be quick enough to react.  In such a scenario, this is the only feasible solution, i.e., UE-based solution should not be considered.

	Futurewei
	Yes/No
	Yes/No
	Agree that this solution can fulfill ST requirements for a single UE. The impact on system capacity may not be a major issue for the top three rows, as the data rates supported, although unspecified in TS22.104, tend to be relatively low for motion control type of applications. However, for the wire-to-wireless replacement use cases, where the data rate can be as high as 250 Mbit/s, constantly over-provisioning may have a significant impact on system capacity and maximal number of UEs supported.

	OPPO
	Yes
	No
	It is true that this solution can ensure ST requirement all the time, but the problem on resource wasting and UE power consumption is serious.

	Xiaomi
	Yes
	No
	The gNB would have to use more radio resource to ensure the reliability of the transmission. 


	Samsung
	No
	No
	Details are a bit murky, but “permanently boosting the transmission” does not necessarily lead to always meeting the requirements. Resulting loss of efficiency will lead to deterioration of system performance so we may only be able to meet availability requirements for one selected UE or a handful of UEs, and this is clearly overkill. This was already noted by e.g. Futurewei.

	TCL
	Yes
	No
	As other companies mentioned, increasing the reliability from the beginning shall lead to overprovisioned resources and unnecessary interference. It may be applicable to a few individual cases with extremely stringent delay and reliability requirements. However, it is not feasible to rely on such solutions only to handle the Survival Time in RAN.

	MediaTek
	Yes
	See comment
	On Q2a, it is obvious that this option will meet the survival time requirements.

Regarding Q2b, this is one option available for gNB implementation from several options listed in section 3.2.1

	China Telecom
	Yes
	No
	This solution can satisfy the requirements of the most-stringent use cases, but it will introduce huge resource waste and interference.

	Apple
	Yes/No
	No
	To provisionally increase the reliability of transmission from the beginning based on gNB configuration is not efficient, and the other two variant solutions may not meet the stringent requirements of the use-case in 22.104. 

	III
	Yes
	Yes
	

	Intel
	Yes
	No
	Since this solution is largely based on overprovisioning of resources, we prefer not to have this solution as the baseline and the only solution.

	vivo
	Yes
	No
	Presumably this solution may satisfy the ST requirement for a UE. But this solution is at expense of providing resources, which is not the best solution from the system performance.



Summary:
20 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 14/20 companies think it does
· 2/20 companies (Qualcomm, Samsung) think it does not, arguing increasing reliability all the time may fulfill ST requirements for a single UE but will impact both capacity of the cell and the power consumption of the UE
· 3/19 companies have doubts (Yes/No), with same arguments as above
· On whether the solution is sufficient to address Survival Time by gNB implementation only:
· 14/20 companies do not want to rely on this solution to address Survival Time by gNB implementation
· 4/20 companies (Ericsson, MediaTek, LG, III) believe this solution is one of the toolboxes within the package of the gNB implementation solutions
· Yes/No:
· Nokia think the solution is possible but makes TSCAI from the core network totally pointless
· Futurewei think the solution works for top 3 rows usecases with expected low data rates, but cannot work for usecases with higher datarates    
In summary, a majority of companies (14/20) think this solution meets the requirements for one UE, but is not viable considering the resource waste, generated interference and resulting capacity limitation (for other UEs). Considering the above, we propose to follow the majority:
Proposal 3 (14/20): RAN2 does not consider that permanently boosting the transmission by gNB configuration is a viable-enough solution to address Survival Time.

Sending a CG type 2 (re)-activation command for the failed CG configuration or a dynamic uplink grant with a more robust MCS
Issues associated with this solution and pointed out by companies in [2] are:
1. It can only play with MCS for improving the reliability, but that may not be sufficient to address deep link quality decrease due to e.g. beam blockage (which is why duplication was designed for NR in first place)
2. The network uses the (DCI to CS-RNTI w/t NDI = 0) to act on the CG type 2 re-activation instead of provisioning a dynamic grant (DCI to CS-RNTI w/t NDI = 1) for the failed message. This results in a complex handling or just abandon (no retransmission) of the failed message. 
Q3-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q3-b: Do you agree this solution is sufficient to address Survival Time by gNB implementation only?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q3-a (Yes/No)
	Q3-b (Yes/No)
	Comments

	CATT
	Yes/No
	No
	For Q3-a, we show in [6][9] that the CG type 2 re-activation can indeed meet the latency for the reference use case, but we agree with issue#1 that MCS adjustment may not be sufficient, performance-wise, and we would prefer a solution allowing duplication activation. For Q3-b, we think relying on such solution only is too restrictive considering the lack of handling of the failed message.

	Fujitsu
	Yes
	Yes/No
	The network can also send (re)-activation command or dynamic uplink grant in a repetition manner. One drawback of the repetition is that it causes large resource overhead especially in case of deep link quality decrease.

	Nokia
	No
	No
	For the most stringent case, both transfer interval and survival time are 0.5ms. This essentially means the gNB has less than 0.5ms to perform the following actions:
· Detect if there is a transmission error
· Provide a CG-Type 2 reactivation command or a re-TX grant
In our understanding, this is only feasible (if not impossible) with very specific subcarrier spacing and TDD configuration. Any latency that may be caused by jitter should be taken into account as well. Note that if beam blockage is concerned, most likely TDD will have to be used. This implies we are going to lose advantages of very flexible TDD (for adaptation of UL/DL loads, as well as interference control etc) offered by 5G NR. 
Besides, the command for Type-2 CG reactivation could be erroneous (that is why we have introduced CG confirmation MAC CE). Considering the time budget is as short as 0.5ms, we cannot afford the risk of such situation.

	Qualcomm
	No
	No
	Increasing MCS only is limited in how much reliability can be increased due to:
1. It cannot solve deep link quality decrease
2. TSN industrial flows are already very conservatively provisioned so there may be very little room, if any, for increasing reliability via MCS
NR has already identified duplication as the go-to method for URLLC reliability increase. Foregoing that for scheduling a CG or DG for those type of flows would mean that the most effective and intuitive approach is dropped.

	Huawei, HiSilicon
	No
	No
	Agree with the rapporteur’s summary. For beam blockage scenario, such MCS based solution is not sufficient. Agree with Qualcomm on that it is wise to first rely upon most effective function i.e. duplication function when the transmission failure did happen. 

	ZTE
	No
	No
	Tend to agree most of above concerns, e.g., it causes large resource overhead, the latency may be large etc.
Moreover, we also agree it’s highly possible that CG type 2 (re)-activation command would be erroneous in case of deep link quality decrease. The link reliability may not be triggered as expected.
On the other hand, for other option, e.g, UE-based with reactive trigger (Tx-side timer), it doesn’t rely on the DL command to enter ST state and trigger increased link reliability, it can avoid such issue in case of deep link quality decrease.

	LG
	No
	Yes
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.

	Lenovo
	Yes/no 
	No
	Adapting the MCS will only help for certain conditions. For example, the beam blockage cases cannot be reliably addressed by MCS adaptation. In our opinion Duplication was introduced as a reliability mechanism specifically for URLLC traffic. Therefore PDCP duplication should be considered rather than MCS adaptation. 

	Ericsson
	Yes
	Yes 
	This solution is one of the toolboxes within the package of the gNB implementation solutions. The whole package is sufficient.

We acknowledge that it could be good to have PDCP duplication for diversity gain. However, we are not sure about the issue#2, since the message can be retransmitted on the higher layers, such as RLC, PDCP or even application layer. Note that, there is no requirement from SA1 to deliver the “failed” message. 

	Futurewei
	No
	No
	This solution is insufficient in handling message failures caused by beam blockage.

	OPPO
	No
	No
	[bookmark: _Hlk72759122][bookmark: OLE_LINK16]We agree with issue#1 that MCS adjustment may not be sufficient for beam blockage case. For the most stringent case, we doubt the gNB can finish detection and re-action in this very short duration. 

	Xiaomi
	No
	No
	Using the reactivation DCI of CG type-2, the accumulated latency of processing/transmitting the DCI in both the UE and the gNB is not able to meet the 0.5ms survival time requirement.  Furthermore, using only the reactivation DCI of CG type-2 to fulfill the survival time requirement seems limiting the implementation flexibility of both the gNB and the UE. For example, PDCP duplication may not be always activated to avoid the redundant transmission, and the CG type -1 could be configured instead of CG type-2, to avoid the activation delay or to improve the spectrum efficiency by not using the extra activation DCI.

	Samsung
	No
	No
	Lack of duplication is a major limitation of this approach.

	TCL
	Yes/No
	No
	MCS adjustment only may be able to increase the transmission reliability in some extent, but it is not sufficient in many cases, e.g. with deep link quality decrease. For Q3-b, the gNB only solutions shall not meet the 0.5ms Survival Time requirement and is not so flexible.

	MediaTek
	Yes
	See comment
	On Q3a, this can meet survival time requirements when there’s only a single link available. In case of multiple links, this option does not allow for duplication.

Regarding Q3b, this is one option available for gNB implementation from several options listed in section 3.2.1

	China Telecom
	No
	No
	Due to the beam blockage, the MCS is not sufficient to address the deep link quality decrease. 

	Apple
	No
	No
	The current CG design relies on dynamic grants for HARQ ReTx. This provides only limited means for reliability adjustments, since DG parameters are based on a common PUSCH-config and cannot be changed. Refer to 38.214 and 38.212 for the treatment of CS-RNTI with NDI=1.

	III
	Yes
	Yes
	There might be possible a gNB uses this solution to handle the most stringent constrain.

	Intel
	Yes
	No
	We think having this as the only solution is inflexible.

	vivo
	No
	No
	Agree with most of above views, MCS adjustment cannot handle the beam blockage scenario. We prefer to consider PDCP duplication to improve the reliability of the subsequent packets.



Summary:
20 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 5/20 companies think it does
· 12/20 companies think it does not, mainly arguing that MCS increase cannot address beam blockage
· 3/20 companies have doubts (Yes/No), with same argument as above (beam blockage)
· On whether the solution is sufficient to address Survival Time by gNB implementation only:
· 15/20 companies do not want to rely on this solution to address Survival Time by gNB implementation
· 4/20 companies (Ericsson, MediaTek, LG, III) believe this solution is one of the toolboxes within the package of the gNB implementation solutions
· Yes/No: Fujitsu think the solution could be improved by re-activating the CG-type 2 as a repetition bundle to further increase the reliability, but with associated overhead. 
In summary, a majority of companies (15/20) don’t think (or have doubts) that this solution can meet the requirements, and is therefore not sufficient to address Survival Time. Considering the above, we propose to follow the majority:
Proposal 4 (15/20): RAN2 does not consider that gNB sending a CG type 2 (re)-activation command for the failed CG configuration or a dynamic uplink grant with a more robust MCS is a viable-enough solution to address Survival Time.

Activate duplication via CG type 2 (re)-activation
This solution is described in [2] as follows:
Network configuration
· Network configures and activates PDCP duplication involving multiple duplication legs. For some duplication legs, network configures LCP restriction so that the LCHs associated with these duplication legs are restricted to be transmitted on a type of UL resource not allocated to UE yet.
· For example, network configures LCP restriction (allowedCG-List-r16) so that a duplication leg can only be transmitted on a CG with a certain index number (say CG-a) and this CG is configured but not activated.
· Network configures PDCP discard timer so that always only the latest (most recently arrived) packet is in the queue to be transmitted when resources are eventually allocated.
· For example, network configures PDCP discard timer equal to the packet delay budget. 
Network action when detecting survival time is entered (e.g., does not receive a periodic UL packet):
· Network allocates UL resources for the concerned duplication legs (i.e., the duplication legs for which the transmission is restricted (by LCP restriction) on unavailable UL resources) 
· Following the configuration example above, network transmits a CG activation DCI command to activate the CG-a, on which the concerned duplications legs can be transmitted.
The issues identified with this solution are:
1. There is a risk that the previous PDCP SDU has not been discarded on the secondary leg when the CG-activation comes and so it will be transmitted first thus delaying the next packet for which duplication was intended to be activated. Indeed, for the reference usecase of Section 3.1 the e2e latency < transfer interval, meaning that the PDB is expected to expire when the next packet is transmitted. Therefore, upon CG activation of the duplicated leg, there is an ambiguous interval where the UE should prepare the previous SDU for transmission although also expected to discard the SDU. Which of both actions occur first may not be predictable and likely depends on the UE implementation [6].
2. Since PDCP discard timer has to be set equal to the PDB, this solution does not consider recovering the failed message at all [6].
3. The duplicate PDUs may lead to an increased BSR reporting [7]
4. PDCP is made to discard 99.9999% of its PDUs this way, which can cause upper layer implementation issues [Qualcomm in [2]].
5. LCP is configured functionally “in reverse” to prioritize against high priority traffic. Now if the gNB schedules a DG to the UE, the MAC would naturally prioritize this supposedly discarded traffic on the DG. [Qualcomm in [2]]. 
Q4-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q4-b: Do you agree this solution is sufficient to address Survival Time by gNB implementation only?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q4-a (Yes/No)
	Q4-b (Yes/No)
	Comments

	CATT
	Yes/No
	No
	For Q4-a, again our analysis in [6][9] show that the CG type 2 re-activation can indeed meet the latency for the reference use case, but we also agree with issues spotted above that the solution relies on UE discarding the failed PDU in time to not delay the next message transmission in the duplicated leg. So this solution may depend on UE implementation for discarding PDUs (which may be a background task) and so, is risky.

	Fujitsu
	Yes
	Yes/No
	CG resource allocation when entering survival time may cause large resource overhead as pointed out in Q3.

	Nokia
	No
	No
	Agree with the issues 1-5 identified and summarized by the rapporteur.

	Qualcomm
	No 
	No 
	Issues 3, 4 and 5 would make this solution very unstable and scenario dependent. Furthermore, it is unclear why RAN2 would prefer to go to these lengths of cumbersome configuration than have the UE simply activate duplication as a standardized solution.

	Huawei, HiSilicon
	Yes/No
	No
	Agree with the issues summarized by the rapporteur, especially for the first and forth ones. Firstly, in this solution, all PDCP packets shall be duplicated and delivered to each RLC entity, and each RLC entity will perform pre-processing for those packets, e.g. allocating RLC SNs, generating associated RLC headers. However eventually most of the packets will be finally discarded via SDU discard procedure triggered by PDCP discardTimer expiry. Further each RLC entity shall need to perform some other actions, e.g. reallocating the RLC SNs to avoid possible RLC SN gap. Those procedures will put considerably high command on the baseband processing resource and power consumption of the UE. 

	ZTE
	No
	No
	Have more sympathy with Qualcomm’s comments.
We are not sure about issue #2, in the PDCP discard timer equal to the PDB, we think retransmission of the failed message is still possible.
This scheme may be a bit more reliable than the previous scheme “Sending a CG type 2 (re)-activation command for the failed CG configuration or a dynamic uplink grant with a more robust MCS” as it involves duplication. But it also have similar issues as previous one, e.g., large resource overhead, CG type 2 (re)-activation command would be erroneous in case of deep link quality decrease etc.

	LG
	No
	Yes
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.

	Lenovo
	Yes/no 
	No
	Agree with the concerns listed by the rapporteur and brought up by other companies. 

	Ericsson
	Yes
	Yes
	This solution is one of the toolboxes within the package of the gNB implementation solutions. The whole package is sufficient.

On point 1: It takes time for the gNB to process the received data, detect the loss of the message, send the re-activation DCI command, and for the UE to react on that command. Suppose the sum of this duration is T microsecond. Technically, the UE can discard the PDCP SDU T microsecond before the PDB. In this regard, we are fine to clarify when PDCP discard timer would start and end or even to have a finer granular PDCP discard timer value (such as 0.125 millisecond, 0.25 millisecond).

On point 2: The failed message can be recovered by higher layers. Additionally, from the network point of view, in the very extreme case of 0.5 millisecond in both latency and survival time, it makes more sense to discard the “failed” message, as the continuous delivery of this “failed” message compete for the resources that could be allocated for the more important next message. 

On point 3: If I understand correctly, the field logicalChannelGroup is optional and so a logical channel may not belong to any logical channel group and does not trigger any BSR. 

On point 4: If I understand correctly, the UE-based re-active mechanisms for PDCP duplication would assume that UE pre-process the RLC data to have a faster response, and they would have the similar implementation issues. 

On point 5: The LCP restriction is to steer the traffic to the right UL grant, e.g., URLLC traffic to the URLLC grant. Network would configure LCP restriction so that the traffic of the duplicated leg would not be transmitted on any other grants.

	Futurewei
	Yes
	It depends
	Depends on if and how to address issues 1-5. 

	OPPO
	No
	No
	We agree with issue#1 and issue#2 above. In addition, we doubt whether the gNB can finish detection and re-action in this very short duration, or the command from the gNB can be correctly and timely decoded.

	Xiaomi
	No
	No
	Agree with the issues listed above. We also think that the processing delay of the reactivation DCI and the PUSCH preparation should be considered. 

	Samsung
	Yes/No
	No
	We agree with some of the issues identified above, most notably dependence on UE implementation, leading to two issues: 1. stringent demands put on UE implementation; and 2. lack of consistency across different UEs.

	TCL
	Yes/No
	No
	Agree with issue 1-5. The CG type 2 re-active may meet the requirements of the reference use cases. However, to work well it may rely on the UE implementation which may be risky. 

	MediaTek
	Yes
	Yes 
	Agree with Ericsson

	China Telecom
	No 
	No
	Agree with the concerns listed by the rapporteur and QC.

	Apple
	No
	No
	

	III
	Yes
	Yes
	There might be possible a gNB uses this solution to handle the most stringent constrain.

	Intel
	Yes
	No
	Agree with the identified issues above.

	vivo
	No
	No
	Agree with issue 1. In addition, we also find that new indication should be introduced between MAC layer and PDCP layer to indicate that the RLC legs with activated CG resource shall be activated for data transmission. 



Summary:
20 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 6/20 companies think it does
· 9/20 companies think it does not, mainly because of the risk associated with issue #1.
· 5/20 companies have doubts (Yes/No), with same argument as above
· On whether the solution is sufficient to address Survival Time by gNB implementation only:
· 14/20 companies do not want to rely on this solution to address Survival Time by gNB implementation, mainly arguing issues #2-5
· 4/20 companies (Ericsson, MediaTek, LG, III) believe this solution is one of the toolboxes within the package of the gNB implementation solutions
· Yes/No:
· Fujitsu worries about the large resource overhead caused by CG resource allocation when entering survival time.
· Futurewei think it depends on how we address issues #1-5 
In summary, a majority of companies (14/20) don’t think (or have doubts) that this solution can meet the requirements, and considering the associated issues (cannot recover the failed message, UE implementation complexity, etc) is therefore not sufficient to address Survival Time. Considering the above, we propose to follow the majority:
Proposal 5 (14/20): RAN2 does not consider that gNB activating duplication via CG type 2 (re)-activation is a viable-enough solution to address Survival Time.

UE-based with proactive trigger
As described in [10], in this approach, UE “does not rely on any kind of feedback (e.g. new dynamic grant, re-transmission grant, or ARQ NACK) from the receiver (gNB), but the UE proactively boost the reliability of at least one burst in every N-th incoming burst to make sure consecutive error of N burst does not occur. The PDCP layer may directly determine how to deal with a incoming packet based on its sequence number (SN)”.
Issues identified with this approach in [2]:
1. Resource waste associated with blindly boosting the transmission which can be up to every other packet for the reference usecase of Section 3.1
2. This can be done by gNB implementation. For example, the network can configure a duplicated leg restricted on a CG with periodicity=N*message periodicity and PDCP discard timer is set to PDB
Q5-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q5-b: Do you agree this solution can be addressed by gNB implementation only?
Q5-c: If answer “No” to Q5-b, do you support specifying this solution for Survival Time handling in RAN?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q5-a (Yes/No)
	Q5-b (Yes/No)
	Q5-c (Yes/No)
	Comments

	CATT
	Yes
	Yes/No
	No
	In our understanding, this solution could be addressed by gNB implementation with the same risks regarding the discard of the failed PDU as those discussed in Q4. But anyways, the issue is similar to the solution in Section 3.2.1.1, which is the high resource wastage and the associated interference. Even if it is only used for the most stringent usecases, we would prefer a more efficient solution.

	Fujitsu
	Yes
	Yes
	
	

	Nokia
	Yes
	No
	Yes
	This method cannot be applied via implementation. First of all, if by implementation we artificially configure duplication without providing timely resource for the duplicate legs, we will have problems identified in Section 2.3.1.3 (Q4).
Secondly, if we configure two CG configurations in the same BWP: one less reliable CG with periodicity matching message periodicity (CG1), and one more reliable CG with periodicity matching N*message periodicity (CG2), most likely we will have overlapping grants for every N-th packet due to very stringent latency requirement:
[image: ]
When the UE sees overlapping grants, it would select the grant based on UE-implementation (because these 2 CGs are associated to the same LCH), and the UE may still select the less reliable resource and hence lose the opportunity of more reliable transmission to avoid survival time violation. Therefore, some specification enhancement is needed for the UE to select resource more properly.

Moreover, apart from being able to support most stringent use cases (0.5ms) very easily, this method has the following advantages:
· More efficient than implementation-based method in Section 3.2.1.1, as only a portion of packets (instead of all) are transmitted more reliably.
· No signaling/feedback delay or error issues as in methods in Section 3.2.1.2 as well as reactive triggers described in subsequent sections
· Can be supported with any subcarrier spacing and TDD configuration, no restriction is imposed.
· Can support UE-to-UE communications with very static inter-gNB coordination

Regarding the efficiency issue, we would like to highlight the importance of survival time for many IIoT use cases, violation of which can lead to very serious consequences. 3GPP is competing with cable-based technologies for IIoT, it would be awkward if we tell factory owners that with 5G we can only support survival time with very restrictive deployment/configuration, which could potentially fail due to feedback latency/error. This is much more crucial than efficiency optimization from our point of view.

	Qualcomm
	No
	No
	No
	Same issues identified with increasing reliability all the time (Q-2). Support the proposal to deprioritize this solution. We support standardizing reactive solutions then if it turns out that some use cases (namely 0.5 ms) are still unaddressed perhaps this solution can be looked at along with simply increasing reliability all the time as an implementation option. As such, we do not prefer to look at possible spec impacts for this solution now and prefer studying reactive solutions.

	Huawei, HiSilicon
	Maybe
	No
	No
	To meet the requirements of the most stringent use case, UE may need to blindly boost the reliability of every other burst. We consider this solution has the issue of resource utilization efficiency, and prefer to deprioritize this proactive solution and focus on reactive solution first. 

	ZTE
	No
	Yes
	No
	Generally agree with CATT’s comments.
Moreover, purely based on sequence number, it is also possible that the reliability is not boosted for the packages that needs to be handled, but reliability is unnecessarily boosted on other packages that are not needed. 

	LG
	No
	Yes
	
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. 
However, this solution may work if survival time = 2 x transfer interval.

	Lenovo
	Yes/No
	No
	No
	For us this kind of solution is similar to the solution in Section 3.2.1.1.

	Ericsson
	Yes
	Yes
	
	We are not against this solution per se but believe there are gNB implementation-based solutions that can achieve the similar intended UE behaviors.

For the example given by Nokia above, gNB can configure multiple CGs. For example, one CG at time 3*x*T, one CG at time (3*x+1)* T, one CG at time (3*x+2)*T. The first two are with a normal resource allocation and the third one with a more robust resource allocation. 

	Futurewei
	Yes
	No
	No for now
	For the top three rows, ST=1x period. Hence, N=2 at most. The severity in resource wastage in such case is second only to the case where N=1, i.e., keeping PDCP duplication activated at all time. Therefore, we also prefer to deprioritize UE-based proactive approach and focus on reactive approach first.

	OPPO
	Yes
	Yes/No
	No
	It the network can have a proper configuration on e.g. CG2 with N*message periodicity, and timely activate/deactivate PDCP duplication associated with CG2, we think this solution can be done by the gNB implementation. We think we can prioritize reactive solutions unless we need some supplementary. 

	Xiaomi
	No
	No 
	No
	The proactive trigger seems causing more resource waste. It is also not clear how the gNB is able to always provide a reliable configuration fulfilling the 0.5ms requirements given the radio condition is quite dynamic. 

	Samsung
	Yes/No
	Yes
	
	Whether this solution can meet the requirements will depend on channel conditions and any deep fades. Resource wastage is another major concern here. The trade-offs are simply unclear to us.

	TCL
	Yes
	Yes/No
	No
	Same with Q2-a, this solution can avoid Survival Time expire. However high resource waste and interference may be a problem for the Survival Time shall not be a frequent occurrence. 
Agree with Qualcomm, this proposal should be deprioritized. And the reactive solutions should be standardized. If there are cases the reactive solution can not addressed, then we can consider the proactive solutions.

	MediaTek
	Yes
	Yes 
	
	While this option can avoid Survival time expiry, we agree with others that this end result can already be achieved by gNB implementation and there’s no need to specify anything for now.

	China Telecom
	Maybe
	No
	No
	Considering the stringent requirement of the burst traffic, only boosting the reliability of one burst every N-th incoming burst may not be sufficient. In addition, boosting the reliability proactively may cause the resource waste.

	Apple
	Maybe
	No
	No
	

	III
	Yes
	
	
	

	Intel
	Yes
	No
	No
	We prefer to adopt a more spectrally efficient solution.

	vivo
	Yes
	No
	No
	The disadvantage of the solution is resource inefficiency, which is not preferable from our perspective.



Summary:
20 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 11/20 companies think it does
· 4/20 companies think it does not, arguing the blind boosting may not appropriately address the right packet and/or the radio channel
· 5/20 companies have doubts (Yes/No), with same argument as above
· On whether this solution can be addressed by gNB implementation only
· 6/20 companies think it can, via appropriately configuring multiple CG configurations.
· 9/20 companies think it cannot, arguing e.g. that it has the same issue as the solution discussed in Q4 regarding the discard of the previous PDU. 
· Yes/No: 3/20
· On whether the solution should be considered for standardization to address Survival Time:
· 18/20 companies do not want to standardize this solution to address Survival Time either because it can be handled by gNB implementation or because of the high resource wastage and the associated interference it generates. 
· Only the proponent (Nokia) supports standardizing the solution, arguing it is insensible to signalling errors, can apply in any SCS/TDD configuration and supports UE-to-UE communication usecases.
In summary, there are split views on the feasibility to implement it via gNB implementation, and although a majority believes it can a meet the requirements, only the proponent supports standardizing this solution to address Survival Time.
Proposal 6 (18/20): Survival Time triggered proactively based on Sequence Number is deprioritized.

UE-based with reactive trigger
With reactive triggers, UE applies a more reliable pre-configured UL transmission when it enters Survival Time, which is triggered based on either a timer or receiving NACK from a previous transmission. The common issue to both triggers brought up by opponents is that the pre-configured resources to be used during Survival Time are wasted during normal operation. Specifically, it has been argued by the proponents that gNB can reuse these resources in “normal” state for other UEs, but:
1. Even though gNB may be aware that the UE is not in Survival Time, it is not guaranteed that such resources would not be used by the UE for [5]
a. transmitting MAC CE only (i.e., no LCP restriction for MAC CE)
b. transmitting a padding MAC PDU due to a to-be-multiplexed UCI (i.e., configured with enhancedSkipUplinkTxConfigured-r16)
2. For the most stringent usecase, there may not be sufficient time to take back the resource from other UEs and give it to the concerned UE in a reactive manner [4].
Q6: Do you agree that with UE-based reactive triggers, the pre-configured resources to be used during Survival Time are wasted during normal operation?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Yes/No
	Comments

	CATT
	No
	For issue #1, in case of padding MAC PDU due to UCI multiplexing, the network is aware of it and so it can anticipate not scheduling other UEs in that case, which may occur infrequently. And for MAC CEs, it could indeed require a normative addition to the specification, such that the UE is not allowed to use these additional resources outside Survival Time. 
For issue #2, clearly the unused resource could of course be used by the same UE for a lower priority LCH (e.g. eMBB) in the same resource or another larger but overlapping resource. But if gNB does not expect the UE to use this resource, it can make it available to other UEs with same processing capability via e.g. scheduling a dynamic grant as soon as upon correct decoding of the UL transmission of the “ST” traffic. Detailed latency analysis from [6][9] show this is possible. Alternately, gNB could configure another UE with an overlapping configured grant configuration, and send a CG type-2 deactivation command to this other UE when the “ST” UE enters Survival Time.
In any case, we think we can shape the solution so that it results in no resource wastage.

	Fujitsu
	No
	For issue #1, the specification should ensure that the over-provisioned resource for a UE should be only used during survival time for the UE.
For issue #2, it is not sure if the time taking back the over-provisioned to the original UE is issue. The gNB can handle the resource over-provisioning so as to timely take back to the original UE, when it is temporally reallocated to other UEs.

	Nokia
	Yes
	It can be wasteful. 
Furthermore, it affects gNB’s resource allocation flexibility for other UEs. Because the gNB does not know if it can schedule other UEs in a specific timing overlapping with the pre-configured resources, worrying that the UE may use it unexpectedly for survival time.

	Qualcomm
	No
	gNB can either not pre-allocate resources and activate the additional resource DG/CG via DCI or alternatively pre-configure resources then send a DCI to cancel the resource. Furthermore, the resource may already be configured to the UE for some other low priority traffic that the UE can pre-empt or due to how rare the failures are the gNB can just over-provision a resource and tolerate whatever very rare collision that may occur (if it exceeds the CSA requirement). In short, we do not agree that resource wastage is absolutely necessary for all use cases that may be covered by UE reactive solutions. 

	Huawei, HiSilicon
	No
	Instead of using a pre-configured resource, the gNB can allocate resource when it is necessary. Agree with Qualcomm’s comment. Even the so called wasted resource is what gNB prepared for the ST state, which is low probability event anyway. 

	ZTE
	No
	Have sympathy with above comments. Generally based on the consistent/synchronized understanding on entering ST state/applying link reliability enhancements and back to normal state, gNB can efficiently handle the pre-configured resources. 
We agree with CATT and QC that gNB can handle the issue#1 via scheduling. We also agree that for issue#2, gNB can timely take back the resources. Or gNB can allocate the resources to other UEs only after it confirms the ST state would not be triggered, e.g., the current packet is successfully transmitted. 

	LG
	Yes
	Pre-configured resource is always waste of radio resource if not used. We don’t think the network can dynamically allocate unused radio resource to other UEs within such a short time.

	Lenovo
	No
	As mentioned before, gNB may reallocate those preconfigured resources either to other UEs or the resource may be used by other traffic within the UE. 

	Ericsson
	Yes
	For issue#1b, the UCI can include HARQ ACK/NACK in response to the DL PDSCH transmission, which may occur frequently. 

We also acknowledge the issue#2. For the comments added by CATT above, it puts much more restriction on the gNB implementation, in other words, inflexible and works only in some certain cases. More importantly, the resources have always been under the full control of the network. In our view, the better approach/principle to avoid resource waste is 
1. not allocating the resources from the start, 
1. agreeing on a solution (gNB implementation or normative specification changes, if gNB implementation is not sufficient) to allow a faster resource allocation. 
This approach should be taken as the baseline, since in the scenario of UL periodic traffic, it is always the gNB that transmits a feedback to the UE on a message failure to trigger the subsequent UE actions.

	Futurewei
	No
	Agree with Qualcomm.

	OPPO
	No
	If it is ensured that the pre-configured resource is only used when UE entering ST, there is no resource wasting, since the gNB can handle the resource over-provisioning by e.g. temporally reallocating it to other UEs.

	Xiaomi
	No
	As mentioned by many other companies, the gNB by implementation can reallocated the resource for other UEs or use the overlapping resource for the low priority traffics.

	Samsung
	No
	

	TCL
	No
	The over-provisioned resource for a UE can be scheduled to be used by other traffics while the UE is not in the survival time. In another way, the gNB may not pre-configure resources for the UE, and when the UE enters survival time and needed to perform reactive enhancements, it can pre-empt resources. That is to say, method can be figured to avoid resource wastage in the reactive solutions.

	MediaTek
	Yes
	Agree with the comments from Nokia

	China Telecom
	No
	gNB can pre-configure the resource or only allocate the resource when it is needed. Due to the reactive mechanism will introduce extra delay, the pre-configured resource can be adopted to improve the reliability during ST state. 

	Apple
	No
	As commented by others, even though the timing is very tight the gNB can avoid resource waste via scheduling if it is aware that the UE is not in ST.

	Intel
	No
	Agree with CATT that resource waste can be avoided. 

	vivo
	No
	NW can know if UE enters the ST state or not based on the reception status at the predefined time. If NW confirms that a UE does not enter the ST state, then NW can allocate the pre-allocated resource (of this UE) to other UEs.



Summary:
19 companies provided inputs to this question.
· On whether, with UE-based reactive triggers, the pre-configured resources to be used during Survival Time are wasted during normal operation
· 4/19 companies (Ericsson, LG, MediaTek, III) think they are wasted, arguing reallocating such resources to other UEs affects gNB’s resource allocation flexibility for other UEs, and/or is not possible within such a short time, 
· 15/19 companies think they are not wasted, arguing solutions exist allowing reusing these resources, either by gNB implementation or, if needed, via appropriate normative solution.
From the above, a majority of companies believe that, with UE-based reactive triggers, it can be avoided that the pre-configured resources to be used during Survival Time are not wasted during normal operation. 
Proposal 7 (15/19): It is RAN2 understanding that, with UE-based reactive triggers, it can be avoided that the pre-configured resources to be used during Survival Time are not wasted during normal operation.


Tx-side Timer
The triggering timer, e.g. equal to 5G-AN PDB [14][15][20], is (re)started either at the reception of the packet in PDCP [14][15] or at BAT [20], or upon receiving ACK for the previous packet [18][21] and stopped upon receiving ACK. Survival Time is triggered when such timer expires [14][15][18][20][21] and optionally also upon receiving NACK [14][15][20]. It ensures that a transmitter interprets a lack of feedback (PDCCH miss) as a possible failed transmission but may lead to uselessly adapting the transmission resource configuration to achieve higher reliability (e.g. in case missed PDCCH was carrying ACK) [21].
Issues identified with this approach in [2]:
1. This solution requires gNB to send always a ACK or NACK for each packet, which is unclear how it would be done in licensed spectrum (especially for ACK).
2. It requires transmitting a PDCCH every 0.5 millisecond which is a large resource waste, if feasible at all
Q7-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q7-b: Do you support this solution for addressing Survival Time in RAN?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q7-a (Yes/No)
	Q7-b (Yes/No)
	Comments

	CATT
	Yes
	No
	Our main concern for supporting this solution is issue #1.

	Fujitsu
	Yes
	No
	The issue#1 is essential.

	Nokia
	No
	No
	We are considering periodic traffic for survival time topic, which means most likely configured grant will be used to convey such traffic. Therefore expecting ACK/NACK for every packet is not supported by the current specification at all.
Even if we can have ACK/NACK for every packet (with RAN1 involvement – which is very undesirable), we still cannot escape from potential issues of feedback error/delay and jitter that we mentioned in previous questions.

	Qualcomm
	No
	No
	We agree with all the issues raised and reiterate that mandating an ACK for licensed spectrum is probably not feasible and definitely not preferred. We do not see the utility of the timer and feel that this solution is very complex for UE implementation.

	Huawei, HiSilicon
	Yes
	No
	We also have concern for issue #1 for which there is no easy solution. 

	ZTE
	Yes
	Yes
	As clarified in previous email discussion [R2-2104897], such Tx-side Timer with value of one AN PDB can guarantee entering ST state correctly and quickly enough without need of NACK from gNB. And explicit ACK from gNB is not mandated for each packet but only needed for a few packets.

Specifically: 
· The timer is started at the reception of the packet in PDCP. 
· If UE determines that the message is not sent successfully due to the Tx-side timer expires, UE can enter ST state. Such process doesn’t rely on feedback from network and therefore no delay issue, e.g., the link reliability enhancements can be triggered quickly enough in the most stringent use case.
· If the message is sent successfully before the Tx-side timer expires, UE can stop the Tx-side timer without entering ST state. There are different ways for UE to determine successful transmission and correctly stop the timer timely: 
· During running of Tx-side timer, if UE receives initial Tx grant for new packet, the UE can assume implicit ACK for current packet transmission and stop the timer. As TSN service is already a URLLC type service, we assume this would be the dominant sub cases for successfully transmission; 
· If neither initial Tx grant for new packet nor ReTx grant for current packet is received during the whole Tx-side timer running, the UE can also assume implicit ACK for this packet transmission and stop the timer; 
· If one or more ReTx grants for current packet have been received, an explicit ACK would be needed from gNB to UE if gNB finally successfully receives this packet. Such ACK can be transmitted on PDCCH. As we assume such explicit ACK would be only needed for a few packets (not each packet), the resource waste would be very limited. 
In summary, such scheme with UE autonomously entering ST state and triggering link reliability can avoid the issue of erroneous DL command in deep link quality decrease in almost all the previous gNB-based schemes and also the below UE-based scheme with needing of HARQ-NACK. In this Tx-side timer scheme, only ACK for a few packets would be needed. As we assume at that time the link quality may be still good, the ACK transmission would be no issue.

	LG
	No
	No
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.

	Lenovo
	Yes
	No
	Agree with the others that issue#1, e.g. feedback, is main concern.

	Ericsson
	No
	No
	Agree on both issue #1 and #2. 

In the licensed spectrum, there is no physical layer channel for gNB to transmit explicit HARQ ACK/NACK for UL data transmission. This would require significant RAN1 work, and from this aspect, we don’t consider this solution can meet the stringent use case in Rel-17.

	Futurewei
	Yes
	No
	We share the concern on issue #1.

	OPPO
	Yes
	Yes
	One assumption is the UE can consider that the transmission succeeds/fails if no ACK/NACK, e.g. DCI scheduling with/without NDI toggling is received before TX-side timer expiry. If it is agreed, we do not need to consider issue#1/2.
Also, we need to cover DL LBT failure case, in which no feedback or DCI scheduling can be received. 

	Xiaomi
	No
	Yes
	We do not think any solution on the table can meet the 0.5ms requirement, considering the processing delay of DCI and PUSCH.

	Samsung
	Yes
	Yes
	Same view as OPPO. Additionally, while we acknowledge that a PDCCH indication is needed, we do not agree this has any major negative impact on PDCCH capacity. At the very least, we see no major issues when NACK is used and this also works for CGs.

	TCL
	Yes
	No
	Both the issue#1 and issue#2 are the concern. 

	MediaTek
	Yes
	No
	Issues #1 and #2 are of quite some concern and are the reasons why we do not support this approach

	China Telecom
	Yes
	No
	Issue #1 should be further considered. 

	Apple
	Yes
	Yes/No
	Agree that issue #1 and #2 are not desirable. The solution might require modifications to ensure the network sends NACK when the UE is ought to enter survival time. 

	Intel
	Yes
	Yes
	We don’t think issue#1 is a critical issue as HARQ feedback is also required in NACK-based trigger in next section (3.2.3.2). Also, for TX-side timer solution, essentially only a HARQ NACK feedback is required to trigger survival time state.

	vivo
	Yes
	Yes
	Agree with ZTE that Tx-side Timer with value of the AN PDB can guarantee entering ST state correctly. UE can determine whether a packet is successfully transmitted or not based on the new grant/retransmission grant. We can assume that a packet is transmitted successfully if no new grant/retransmission grant is received until the Tx-side Timer expires. This assumption is reasonable as NW will always schedule retransmission if a packet is not received successfully, considering that packets in industrial scenario has high reliability requirement.



Summary:
19 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 14/19 companies think it does
· 5/19 companies think it does not, arguing e.g. potential issues of feedback error/delay and jitter.
· On whether the solution should be considered for standardization to address Survival Time:
· 12/19 companies do not want to standardize this solution to address Survival Time mainly because of the constraint of issue #1.
· 6/19 companies supports standardizing the solution, arguing issue #1 can be avoided (though arguments remain unclear from Rapporteur perspective).
· Yes/No: Apple think the solution might require modifications to ensure the network sends NACK when the UE is ought to enter survival time
In summary, although a majority of companies (14/19) think that this solution can meet the requirements, a majority (12/19) think the main issue is that it requires gNB to send always a ACK or NACK for each packet and is therefore not preferred solution to address Survival Time. Considering the above, we propose to follow the majority:
Proposal 8 (12/19): UE-based reactive solution based Tx-side Timer is deprioritized.

NACK based trigger
[2] discussed generic Tx-side counter where Survival Time is triggered when UE experiences N consecutive UL transmission failures for the flow/DRB/LCH configured with Survival Time. Transmission failures are detected by receiving NACK from the NW. NACK can be HARQ-NACK, e.g. DCI retransmission grant [5][9][11][19][21], or RLC NACK [5][19]. In its simplest form, N=1 and Survival Time is triggered upon receiving a HARQ NACK [5][9][11][19][21].
However, from companies’ inputs to [2], it appeared that:
· The main use of this approach would be for N=1, i.e. Survival Time triggered by a single transmission failure (no counter) of the previous packet
· RLC NACKs are not suitable for addressing the short Survival Time usecases
Based on the above, it is suggested to focus, for such approach, on HARQ-NACK feedback (not RLC) and reduced to Survival Time triggered by a single transmission failure (no counter) of the previous packet.
Q8-a: Do you agree that a solution based on RLC-ACK cannot meet the requirements of the most stringent usecase discussed in Section 3.1?
Q8-b: Do you agree that, when Survival Time is triggered by HARQ-NACKs, a single HARQ-NACK (no counting) of the previous packet should trigger Survival Time for the most stringent usecase discussed in Section 3.1?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q8-a (Yes/No)
	Q8-b (Yes/No)
	Comments

	CATT
	Yes
	Yes
	

	Fujitsu
	Yes
	Yes
	

	Nokia
	Yes
	No
	Basically we can rule out RLC-ACK directly if we are going to consider stringent use cases with survival time of 0.5ms – this is simply not fast enough.
For HARQ-NACK, as we pointed out already, it requires very specific subcarrier spacing and TDD configurations to ensure such feedback is quick enough. Besides, such feedback can be erroneous or delayed, as well as vulnerable to any small jitter. Moreover, if we want to support UE-to-UE communications, dynamic inter-gNB coordination is needed and this would be very challenging (if not impossible).

	Qualcomm
	Yes
	Yes 
	A HARQ-NACK indication would be the appropriate survival time trigger, and a single HARQ-NACK would be sufficient for the survival state to be entered; Since we are looking at stringent use cases, it is better to specify a simpler trigger and enter survival state aggressively rather than counting and risking being too slow to react and having survival time expire. 
We note that an explicit HARQ-NACK feedback is not available in the licensed band, and as the rapporteur clarified, propose that this “HARQ-NACK” can be simply a DCI retransmission grant. To avoid confusion, we prefer modifying the proposal to something like “Survival state is triggered when a re-tx is at the UE triggered for a CG configured for a LCH carrying a survival time communication service”. This behavior would of course be configured by the network via RRC, e.g., when configuring the CG. This gives a simple clear procedure for the UE to follow upon a HARQ failure for a CG carrying a ST flow to enter survival state and activate PDCP duplication for example.

	Huawei, HiSilicon
	Yes
	Yes
	We accept to use first HARQ-NACK as trigger and also can consider other messages indicating the failure of previous transmission.

	ZTE 
	No
	No
	Firstly, we think this scheme has a similar issue as that of the previous gNB-based scheme, e.g., HARQ-NACK may not be so reliable in deep link quality decrease scenario. That means unstable trigger for link reliability.
Moreover, For the question Q8-b, we think a single HARQ-NACK (no counting) for triggering link reliability would be too aggressive. It may cause that UE enters ST state too early and may even cause unnecessary increased link reliability for the retransmission of current packet. Ae we have understanding that survival time is not meant to improve retransmission reliability, but rather subsequent transmission reliability, such process is really inconsistent with the intention of introduction of Survival Time requirement.

	LG
	Yes
	No
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.
This solution increases transmission reliability of next packet if the current packet is NACKed. As explained earlier, if the current packet is not transmitted successfully, the survival time expires before the next packet is transmitted successfully.

	Lenovo
	Yes
	Yes
	Support the clarification that Retransmission DCI is considered as trigger to ST.

	Ericsson
	Yes
	Yes
	We agree for the most stringent use case, and under the assumption that the survival time triggering by HARQ-NACK is supported. 

	Futurewei
	Yes
	Yes
	

	OPPO
	Yes
	Yes
	But, we doubt whether the command from the gNB can be correctly decoded in case of deep link quality decrease. Also, what we can do if it is DL LBT failure case.

	Samsung
	Yes/No
	Yes
	Regarding the use of RLC NACKs, we understand the concerns for extremely short ST values such as the one at the very top of the SA1 table. We do however see some value in looking at this solution for other use cases (even very stringent ones). Of course we may not wish to fragment the solutions and are happy to go with the majority.

	TCL
	Yes
	Yes
	The HARQ-NACK indication trigger is acceptable. And we also open to other transmission failure detection and feedbacks.

	MediaTek
	Yes
	Yes
	RLC NACKs are not appropriate to handle the stringent ST values that are under consideration here, due to their associated delays. 
If HARQ NACKs are to be used, then a single NACK is sufficient to address the stringest target being considered in this discussion.

	China Telecom
	Yes
	Yes
	We support that the survival time is triggered by the HARQ-NACK.

	Apple
	Yes
	Yes
	Support that the retransmission DCI can trigger survival time. Further, the number of HARQ-NACKs to assume before entering survival time can be configurable in less stringent use-cases (e.g., other than motion control).

	III
	Yes
	
	

	Intel
	Yes
	Yes
	

	vivo
	No
	No
	RLC status report is used to provide the receipt status of a number of packets and is not triggered per packet. Thus, we do not think it can provide feedback in time.
Based on our understanding, a packet is treated as failed only if it cannot be transmitted successfully within AN PDB. If there is possible that retransmission can be performed during AN PDB, HARQ-NACK solution will make UE enter the ST state wrongly.



Summary:
19 companies provided inputs to this question.
· On whether RLC-ACK can meet the requirements of the most stringent usecase
· 17/19 companies think it cannot
· ZTE think it can
· Yes/No: Samsung acknowledges the issue for the most stringent usecase but see some value in looking at this solution for other use cases
· On whether a single HARQ-NACK (no counting) of the previous packet should trigger Survival Time:
· 14/19 companies think so.
· 4/18 companies disagree arguing e.g. that a single HARQ-NACK (no counting) for triggering link reliability would be too aggressive. It may cause that UE enters ST state too early or wrongly.
Based on the above, we suggest the following proposals:
Proposal 9 (17/19): UE-based reactive solution based on RLC-NACK is not pursued.
Proposal 10 (14/19): UE-based reactive solution based on “HARQ-NACK”, if pursued, is only considered where a single “HARQ-NACK” (e.g. DCI retransmission grant) of the previous packet triggers Survival Time (no counting).

Issues identified with HARQ-NACK based ST trigger in [2]:
1. Since DFI-NACK cannot be used in licensed bands, it mandates the network to always schedule a retransmission for the “failed” message transmission, although the network may choose to not recover the failed packet
2. The network may schedule multiple retransmission grants to meet the PDB of one message, e.g. with PDCP duplication. If ST is always triggered by the first retransmission grant, then the UE unnecessarily enters Survival Time
3. A HARQ-NACK corresponds to a TB, rather than an application message where the survival time is concerned
4. ST may be missed in case of PDCCH miss [21]
Q9-a: Do you agree this solution can meet the requirements of the most stringent usecase discussed in Section 3.1?
Q9-b: Do you support this solution for addressing Survival Time in RAN?
Companies are invited to comment on the above issues and bring further issues if any, in the “Comments” Column.
	Company
	Q9-a (Yes/No)
	Q9-b (Yes/No)
	Comments

	CATT
	Yes
	Yes
	Detailed analysis that it meets the requirements for the reference usecase are provided in [6][9].
Regarding issue #1, first we don’t see that it would be a major concern to support a DFI-like indication in R17. Either from extending the current use of the DFI flag in DCI format 0_1 to another condition than UE operates in unlicensed band. Or any other solution. We can ask RAN1 on feasibility.
But even if that would not be feasible, we think gNB sending a dynamic retransmission grant for recovering failed transmissions of a traffic configured with Survival Time costs almost nothing in terms of resources (since it is a dynamic grant, it does not still any resource from the next packet in the next CGO) given this happens infrequently, and it is still better than a solution that disallows recovering the failed packet.
For issue #2 we can study if the case of multiple retransmission grants requires any optimization, but in the worst case, it may not be such a big issue to trigger Survival Time slightly more than needed, considering again these transmission failures are expected infrequent.
For issue #3, given the message size of the reference usecase (50bytes), we think only one TB will be used. Worst-case, it can be considered that as soon as one TB fails, the Survival Time is triggered, with same observation as for issue#2 regarding the “false alarm” impact.
For issue #4, a PDCCH miss is only an issue if the PDCCH was actually carrying NACK. Given the PDCCH BLER is typically in the range [10^-6 10^-5] and the PUSCH BLER associated with the TSN flow in the range [10^-5 10^-4] the probability to have both consecutive events is in the range of [10^-11 10^-9], so that may not be a showstopper. 

	Fujitsu
	Yes
	No
	The issue #3 is essential. When using robust MCS, it cannot be ensured that one TB is mapped to one application message. If this is the case, survival time cannot be properly started.

	Nokia
	No
	No
	We basically agree with the issues 1-4 summarized by the rapporteur. And we would like to highlight again – we don’t see how such approach could be extended to support UE-to-UE communications. Also, this method is not flexible in terms of configurations (e.g. subcarrier spacing and TDD configurations) and not future-proof. 

	Qualcomm
	Yes
	Yes
	We do not think that these issues invalidate the efficacy of the solution and that they are all acceptable artifacts of the proposed solutions.
1. Issue #1: We do not think that it would be a concern for the NW to configure a re-tx for the failed packet upon entering a survival state. First, this is expected behaviour for the NW to attempt recovering the missed PDU, especially for URLLC type traffic. Second, we think the retransmission grant here functionally is an acceptable way to make the NW implicitly trigger PDCP duplication in survival state.
2. Issue #2: Agree with CATT, it is fine to aggressively trigger survival time to assure survival expiry does not happen even if this would result in occasionally entering survival state unnecessarily (still relatively rare occurrence since it requires a failed Tx). However, we would be open to tweaking and optimizing the exact trigger later (e.g., after the failure of the Nth grant) to improve performance.
3. Issue #3: Agree with CATT. Arguably survival state can be entered upon missing a single TB to ensure better reliability. We don’t think it makes that much of a difference either way.
4. Issue #4: Agree with CATT. Likely a very rare occurrence that we cannot do much about and will still not violate the CSA requirements bounding the acceptable rate of rare ST expiries. We remark that aside from always targeting a higher reliability by duplicating, which we do not think is a viable solution as we argued before, any solution is susceptible to not working in case of a PDCCH miss.

	Huawei, HiSilicon
	Yes
	Yes
	Agree with CATT and Qualcomm. Further we want to point out, for certain IIoT applications, recovering the failed packet might be always needed.

	ZTE
	Yes
	No
	The issue #2 and #3 are essential that may make the solution deviates from the intended requirement. Also see our comments for Q8-b. 
For issue #4, we a bit disagree to consider only consecutive events for evaluating the impacts. We think PDCCH BLER in the range [10^-6 10^-5] should be considered alone. 

	LG
	No
	No
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.
This solution increases transmission reliability of next packet if the current packet is NACKed. As explained earlier, if the current packet is not transmitted successfully, the survival time expires before the next packet is transmitted successfully.

	Lenovo
	Yes
	Yes
	Agree with CATT and QC. We would be open to further discuss issue#2

	Ericsson
	Yes
	No
	Firstly, we want to make it clear that if the gNB has time to transmit NACK for the UE to react, then the gNB also has time to transmit a CG re-activation command to allocate more resources for the next message. In this aspect, the solution is not needed. 

The more interesting discussion point is the combination with the PDCP duplication. But this solution is essentially to allow a L1 DCI to enable a PDCP duplication. The major issue is that L1 DCI, compared to MAC CE, have a limited size and cannot be easily extended. We also wonder if there is any impact on the UE implementation.

To answer some of the comments by CATT above. 

On issue#1, it is not about the long-term overall resource waste/cost. Suppose the UE can only transmit on certain limited resources. From meeting the survival time requirement point of view, the best option is to allocate all resources to meet that requirement rather than carving out some resources just for retransmission of an unimportant message. 

On issue #2, the BLER target for each UL transmission may not be as low as 10^-4.

	Futurewei
	Yes
	Yes
	

	OPPO
	No
	No
	We think we need to further discuss issue#2. Also see our comments for Q8-b.

	Xiaomi
	No
	Yes
	We do not think RAN2 should focus on finding a solution to meet the most stringent requirement of survival time. To meet the 0.5ms survival time requirement, we would anyway need to increase the reliability of transmission from the beginning based on gNB configuration.

	Samsung
	Yes
	Yes
	But RAN1 needs to be consulted.

	TCL
	Yes
	Yes
	Agree with CATT and QC. Still we share the same view with issue#2 that the UE is not necessary to enters ST every time the first single NACK is received, to solve the problem, further discussion may be needed. For issue#3, application packet segmentation and mapping to TB should be considered.

	MediaTek
	No
	No
	We would like to echo the statement from Ericsson, that is if the gNB has the time to send the NACK, the gNB also has the time to send a CG activation/reactivation. Therefore we do not see why this mechanism would already be faster than what gNBs can do today.

	China Telecom 
	Yes
	Yes
	Agree with CATT and Qualcomm.

	Apple
	Yes
	Yes
	

	Intel
	Yes
	Yes
	Agree with CATT

	vivo
	No
	No
	Agree with issue 1 identified by rapporteur, HARQ-NACK solution will make UE enter the ST state wrongly.



Summary:
19 companies provided inputs to this question.
· On whether the solution meets the requirements of the most stringent usecase
· 13/19 companies think it does, showing evidence e.g. in quantitative analysis [6]
· 6/19 companies think it does not.
· On whether the solution should be considered for standardization to address Survival Time:
· 8/19 companies do not want to standardize this solution to address Survival Time mainly because of the constraint of issue #1.
· 11/19 companies supports standardizing the solution
In summary, a majority of companies (13/19) think that this solution can meet the requirements, and some majority (11/19) think the the solution should be considered for standardization to address Survival Time. Considering this is the only solution that is supported by a majority of companies, it is proposed:
Proposal 11 (11/19): UE-based reactive solution based on “HARQ-NACK” is considered for standardization to address Survival Time.

Down-scoping
Taking the above discussions into account, companies are invited to indicate their preferred solution (please indicate only one) for triggering Survival Time:
1. gNB implementation only
2. Survival Time triggered proactively based on Sequence Number
3. UE-based reactive trigger based on Tx-side Timer
4. UE-based reactive trigger based on HARQ-NACK
It clarified again that options 2-3 do not prevent from using gNB implementation for addressing the non-stringent usecases. 
Q10: Please indicate their preferred solution (please indicate only one) for triggering Survival Time
	Company
	1
	2
	3
	4
	Comments

	CATT
	
	
	
	x
	We are still not confident that all can be handled by gNB implementation and prefer the simplest approach among the UE based reactive trigger solutions.

	Fujitsu
	x
	x
	
	
	

	Nokia
	
	V
	
	
	We think this is the best compromise between gNB implementation-based methods and UE-based methods. The deterministic behavior is ensured and non-idealities associated with feedback (delay/error) is not a concern. Furthermore, it can support UE-to-UE communications much more easily. 

	Qualcomm
	
	
	
	x
	We think that UE reactive trigger is the intuitive way to handle the cases where the constraint is too stringent for implementation to work (e.g., activating PDCP duplication via MAC CE). Thus a UE based standardized reactive trigger can be a straight forward reliable way to handle ST requirements. 
We prefer modifying the exact proposal to something like “Survival state is triggered when a re-tx is triggered at the UE for a CG configured for a LCH carrying a survival time communication service” to emphasize that there is no assumption of explicit HARQ-NACK here which is not applicable in licensed band and would in our opinion be a clearer criteria for implementation.

	Huawei, HiSilicon
	
	
	
	x
	The gNB implementation only solution is not efficient for the targeted use cases. We suggest not to limit ourselves to gNB implementation only solution already and instead to consider a UE-based reactive solution for ST state. We are open to consider also a re-tx indicator based trigger for UE, similar to what Qualcomm commented. 

	ZTE
	
	
	x
	
	Agree with QC that a UE based standardized reactive trigger can be a straight forward reliable way to handle ST requirements. 
Among the sub options for UE based reactive trigger, Tx-side timer scheme can guarantee entering ST state correctly and quickly enough without need of NACK from gNB. And it can also avoid incorrectly entering ST state when it’s unnecessary.

	LG
	O
	(O)
	
	
	As commented in Q2, every packet should be reliably transmitted if survival time = transfer interval. For the stringent survival time, reactive method does not work.
The only way to ensure reliability for stringent survival time is to configure the RB with high reliability from the beginning.
However, the proactive solution may work if survival time = 2 x transfer interval.


	Lenovo
	
	
	
	x
	

	Ericsson
	x
	
	
	
	From our perspective, gNB implementation should be taken as the baseline and we are open to discuss issues and further enhancements (if needed). This would ensure a minimum spec impact.

To progress and align with the intention of the email discussion, we suggest clearly listing the case in which companies are not convinced yet gNB implementation only is sufficient and, at the same time, down scope UE solutions. 

	Futurewei
	X
	
	
	X
	We are open to solutions 1 and 4.

	OPPO
	
	
	x
	
	We think UE-based reactive solution can work as the supplementary if the gNB implementation solution is not sufficient.  
We share the similar view as ZTE, Tx-side timer scheme can guarantee entering ST state correctly and quickly. 
Above the baseline, the NACK-based solution can be a supplementary if the indication can be correctly and timely received.

	Xiaomi
	
	
	(x)
	x
	Our first priority is Option 4, but we are also ok for Option 3 if Option 4 is not agreed. We are open to solution 3 and 4, but we think that the solution should be designed to count the number of consecutive packet loss according to the survival time definition given by SA2.

	Samsung
	
	
	X
	(x)
	

	TCL
	
	
	
	x
	UE based reactive enhancements may be the simplest solutions. However, we also open to the gNB implementation solution. The combination of gNB implementation and UE reactive solutions may be more flexible.

	MediaTek
	X
	
	
	
	We agree with Ericsson that gNB implementation should be taken as a baseline. The next step would be to identify the cases where it can be shown that gNB implementation is not sufficient/fast enough and further solutions are necessary.

	China Telecom
	
	
	
	x
	The gNB implementation method can be considered as a baseline. And the UE based reactive trigger is an efficient way to handle the ST requirements. 

	Apple
	
	
	(x)
	x
	Solution 4 is preferred. Solution 3 might be used with additional modifications.

	Intel
	
	
	x
	
	We prefer to have a UE based reactive trigger solution standardized in RAN2 in addition to the fallback solution of gNB implementation.

	vivo
	
	
	X
	
	Considering that entering the ST state is not frequent, UE reactive trigger is the intuitive way to handle the ST requirement of use case.
HARQ-NACK solution has the disadvantage that it may make UE enter the ST state wrongly, which is not preferable.



Summary:
19 companies provided inputs to this question.

1. gNB implementation only: 5
2. Survival Time triggered proactively based on Sequence Number: 3
3. UE-based reactive trigger: 17 
a. based on Tx-side Timer: 7
b. based on HARQ-NACK: 10
The down-scoping exercise confirms proposal #10, and, if proposal #10 cannot be agreed, it shows at least that a majority of companies (17/25) prefer specifying a UE-based reactive trigger for triggering Survival Time.

Proposal 12 (17/25) (if proposal #11 cannot be agreed): UE-based reactive solution is considered for standardization to address Survival Time.
3. Conclusion
Proposal 1 (11/20): As a baseline, RAN2 takes the performance requirements of the top row of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5ms) for studying ST solutions
Proposal 2 (7/20): RAN2 further discusses if the above is extended to the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
Proposal 3 (14/20): RAN2 does not consider that permanently boosting the transmission by gNB configuration is a viable-enough solution to address Survival Time.
Proposal 4 (15/20): RAN2 does not consider that gNB sending a CG type 2 (re)-activation command for the failed CG configuration or a dynamic uplink grant with a more robust MCS is a viable-enough solution to address Survival Time.
Proposal 5 (14/20): RAN2 does not consider that gNB activating duplication via CG type 2 (re)-activation is a viable-enough solution to address Survival Time.
Proposal 6 (18/20): Survival Time triggered proactively based on Sequence Number is deprioritized.
Proposal 7 (15/19): It is RAN2 understanding that, with UE-based reactive triggers, it can be avoided that the pre-configured resources to be used during Survival Time are not wasted during normal operation.
Proposal 8 (12/19): UE-based reactive solution based Tx-side Timer is deprioritized.
Proposal 9 (17/19): UE-based reactive solution based on RLC-NACK is not pursued.
Proposal 10 (14/19): UE-based reactive solution based on “HARQ-NACK”, if pursued, is only considered where a single “HARQ-NACK” (e.g. DCI retransmission grant) of the previous packet triggers Survival Time (no counting).
Proposal 11 (11/19): UE-based reactive solution based on “HARQ-NACK” is considered for standardization to address Survival Time.
[bookmark: _GoBack]Proposal 12 (17/25) (if proposal #11 cannot be agreed): UE-based reactive solution is considered for standardization to address Survival Time.
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