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Introduction
[bookmark: _Ref178064866]In RAN2#113-e meeting, RAN2 agreed to support local re-routing based on indication of hop-by-hop flow control as shown below box and details are remained as FFS. In addition, inter-donor-DU local re-routing is included in the scope of Rel-17 IAB as RAN3 requested. 
In RAN2#113bis-e meeting, LCG extension is also agreed to introduce in Rel-17 IAB and there is a FFS for details to support LCG extension. This contribution discusses FFS of these issues.
	Agreements in RAN2#113-e 
Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
RAN2 considers inter-donor-DU local rerouting to be in scope
Agreements in RAN2#113bis-e 
LCG range to be extended for IAB-MT. Size of LCG and enhancements to BSR are FFS



[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
Even though RAN2 agreed that local re-routing can be triggered by indication of hop-by-hop flow control, there are still remaining issues on local re-routing, e.g., local re-routing based on Type-2 RLF indication, and inter-donor-DU local re-routing. We think that it would be better to discuss local re-routing based on Type-2 RLF indication together with issues on other types of BH RLF indication and our views are addressed in another paper. Thus, this document only focuses on further details on local re-routing based on hop-by-hop flow control indication and inter-donor-DU local re-routing in the followings.

Local re-routing based on indication of hop-by-hop flow control 
For further details, the first question can be what kind of hop-by-hop flow control indication should be used to trigger local re-routing. Some company may argue that UL hop-by-hop flow control indication can be introduced for this purpose. However, RAN2 already discussed whether UL hop-by-hop flow control is introduced or not in Rel-17 IAB in the email discussion “[Post112-e][065][eIAB]” and there was not enough support for UL hop-by-hop flow control. Finally, in the RAN2#113e meeting, RAN2 determined that this is not included in the RAN2 identified issues for further study. Thus, UL hop-by-hop flow control indication cannot be used to trigger local re-routing.
Observation 1. UL hop-by-hop flow control is not included in the in the RAN2 identified issues and cannot be used for indication of hop-by-hop flow control to trigger local re-routing.
Proposal 1. An indication of hop-by-hop flow control for UL is not introduced. 

With observation 1, considering that Rel-16 DL hop-by-hop flow control feedback already has two types of feedback, i.e., BH RLC channel ID and BAP routing ID, we think that Rel-16 DL hop-by-hop flow control feedback would be sufficient for indication of hop-by-hop flow control to trigger local re-routing and the parent node can determine the packet which needs local re-routing based on contents of the Rel-16 DL hop-by-hop flow control feedback. As an example, in the below figure 1, when the node 4 has congestion problem toward node 6, but no problem toward node 5, the node 4 can recognize which Routing ID is toward node 6 and the flow control feedback can include only Routing ID causing congestion problem in node 4, then transmits the flow control feedback to the node 1 according to the current BAP specification.
Furthermore, even if a new indication to trigger local re-routing is introduced as a new message, anyway this new message would need information of a child node status like Rel-16 DL hop-by-hop flow control feedback to make the parent node know exact situation of the child node for local re-routing. Therefore, a new indication on top of the legacy flow control feedback may not be needed.
Proposal 2. Rel-16 DL flow control feedback is used for an indication to trigger local re-routing. 



Figure 1. an example figure for local re-routing

For trigger condition, even though indication of hop-by-hop flow control is received, if there is no alternative path, local re-routing anyway cannot be performed and packets may be held. If an alternative path exists, in the previous email discussion, there was a question when to start local re-routing after receiving an indication of hop-by-hop flow control. However, we think this is sort of implementation and it doesn’t need to specify exact timing to start local re-routing after receiving an indication of hop-by-hop flow control from the child node. What we need to determine is when to trigger local re-routing, not when to start local re-routing. Thus, we think local re-routing is triggered when an indication of flow control feedback is received and alternative path exists.
Observation 2. Even though indication of hop-by-hop flow control is received, if there is no alternative path, local re-routing anyway cannot be triggered.
Proposal 3. Local re-routing is triggered when an indication of flow control feedback is received and available alternative path exists. 

The next point is CU configuration. If local re-routing is configurable by the IAB donor CU, it is needed to discuss whether local re-routing configuration is per IAB node or per route.
· Per IAB node configuration;
· Per route configuration.
If local re-routing based on an indication of hop-by-hop flow control is per IAB node configuration, the IAB node can use all alternative paths for local re-routing after reception of an indication of hop-by-hop flow control. For example in above figure 1, when node 1 receives a flow control feedback including Routing ID 8 from node 4, the node 4 can freely select alternative path 2 or 3. However, considering that the closer to the IAB donor node the more downstream links exist in one IAB node, the IAB node may have many alternative paths. In this case, if the IAB node freely selects one of many alternative paths for local re-routing, unpredictable local re-routing may be expected from IAB donor CU point of view. If the IAB donor CU wants to restrict local re-routing to use a set of alternative paths, there should be another configuration, e.g., priority.
Observation 3. If per IAB node configuration is applied, the IAB node can freely select one of available alternative paths for local re-routing.
Observation 4. The closer to the IAB donor node, the more downstream links exist in one IAB node. If the IAB node freely selects one of many alternative paths for local re-routing, unpredictable local re-routing may be expected from IAB donor CU point of view. To prevent this, another RRC configuration, e.g., priority, may be needed.

On the other hand, if per route configuration is used, a set of paths are indicated by the IAB donor CU as a candidate for alternative paths. In the above example, if path 2 toward node 3 is configured to allow local re-routing and path 3 toward node 2 is not configured for local re-routing, when the indication of hop-by-hop flow control is received from the node 4, the node 1 can select path 2 as an alternative path. If both path 2 and path 3 are not configured for local re-routing, the node 4 considers local re-routing based on an indication of hop-by-hop flow control is not configured and no local re-routing is performed. 
Given that the operators may want to use a specific path for supporting special QoS management or emergency backup, they may not want to allow local re-routing to this specific path. Furthermore, the operators would also want to have predictable IAB node’s behavior as much as possible even during local re-routing and more controllable local re-routing. Per route configuration can be used to support this purpose.
Observation 5. If per route configuration is applied, predictable IAB node’s behaviour during local re-routing and more controllable local re-routing are expected.
Proposal 4. Per route configuration is used for local re-routing based on an indication of hop-by-hop flow control.

Inter-donor-DU local re-routing
The inter-donor DU local re-routing was discussed in RAN3 first and then they send the LS as shown below box.
	In this RAN3-111e meeting, the following two issues related to the inter-donor-DU UL re-routing are discussed:
· Issue 1. Source IP filtering. This issues mainly focuses on how to solve the potential discarding problem for the re-routed packets which is resulted from the deployed source IP address filtering mechanism in the target IAB-donor-DU, and potentially the transport network nodes.
· Issue 2. BAP routing towards the target IAB-donor-DU. This issue mainly focuses on how to enable the re-routed packets being routed to the target IAB-donor-DU, when the destination BAP address in the BAP routing ID of the re-routed packets does not correspond to target IAB-donor-DU. 

RAN3 assumes that issue 2 should be handled by RAN2. So RAN3 would like to ask RAN2 to discuss solutions for issue 2 to support the inter-donor-DU re-routing.



As clearly addressed in the above LS, RAN2 needs to discuss the issue 2 to support inter-donor-DU local re-routing. It would be good to check the current Rel-16 local re-routing behavior before starting to discuss the issue 2. The current local re-routing in Rel-16 IAB does not allow changing carried BAP address and only BAP address without path ID is used to perform local re-routing. In this condition, even if inter-donor DU local re-routing is performed, BAP address of the BAP PDU is not changed. If BAP address of the target donor DU is different from BAP address of the source donor DU, the packet may be delivered to the source donor DU even after inter-donor DU local re-routing. 
Observation 6. The current local re-routing does not allow changing carried BAP address and the BAP PDU may not be successfully delivered to the new donor DU. 

Given the observation 6, RAN2 should discuss whether updating BAP address carried in the BAP PDU is allowed or not when inter-donor DU local re-routing is performed. In our view, clear and simple approach is to update BAP address carried in the BAP PDU in case inter-donor DU local re-routing because Intra-donor DU local re-routing does not need to update BAP address. One more thing to make this possible is that the IAB node can distinguish whether inter-donor DU local re-routing or intra-donor DU local re-routing is performed. However, considering inter or intra donor DU migration is performed by a network command, the IAB node can determine whether inter-donor DU local re-routing is needed or not based on information/contents of the network command. 
Proposal 5. When inter-donor DU local re-routing is performed, BAP address carried in the BAP PDU is updated to the BAP address of the new donor DU, i.e., no need to update BAP address in case of intra-donor DU local re-routing. 

LCG extension
For details of LCG extension, the first discussion point is about size of LCG. Even though the number of LCIDs increases from 32 to 65855, we think that the maximum LCIDs (i.e., 65855) may be rarely configured and it does not need to consider 65855 to define the extended LCG space and would be sufficient to consider a typical IAB topology and DRB configurations. Of course, it is not easy to say this is a typical scenario/configuration. However, considering that another purpose of LCG extension is to support finer QoS provision, we can refer to the standardized 5QI information in the “Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping” of TS 23.501. With this, the maximum number of LCGs for Rel-17 IAB would be up to 64.
Proposal 6. The maximum number of LCGs for Rel-17 IAB can be increased up to 32 or 64. 



Figure 2. Typical IAB topology

As the next discussion point, the following aspect should be discussed. In the figure 2, an IAB node which is close to the edge (e.g., IAB node 3 in figure 2) may need less LCID spaces than an IAB node which is close to the IAB donor node (e.g., IAB node 1b in figure 2) because IAB node 1b in the figure 2 would need more LCIDs for logical channels to support all DRBs with 1:1 and N:1 RLC channel mapping coming from/to all descendant UEs and IAB nodes. Given this, the number of LCG space should be configured based on the required number of extended LCID space because if the required LCID space is small but LCG space is big, there should be unnecessary overheads and radio resource wastes. In other words, it would be good to configure the IAB node with legacy LCG space, i.e., 8 LCGs, or the extended LCG space, i.e., 32 or 64 LCGs, depending on the required extended LCID space and the IAB node placement in the topology.
Observation 7. The required extended LCID space and the required number of LCG space can be different depending on the IAB node placement in the topology.
Proposal 7. The IAB node can be configured with legacy LCG space (i.e., 8) or the extended LCG space (i.e., larger than 8) by the IAB-donor CU.

As a last point, it is clear that a new BSR format with LCG extension should be introduced, but the detailed format can be impacted by the LCG size determined in RAN2. Thus, it would be good to discuss the new BSR format after determining the extended LCG size. Having said that, one more important thing we need to discuss is when the IAB node uses the new BSR format or legacy BSR format. One possible way is to make the Rel-17 IAB always use the new BSR format regardless of whether the extended LCG space is configured or not. This could be the simplest approach, however, as explained for observation 7, this option can cause unnecessary overhead and radio resource wastes. We think this should be avoided and it is reasonable to determine the BSR format based on the number of configured LCG at the IAB node since this can not only give more configuration flexibility bus also reduce radio resource wastes.
Proposal 8. The BSR format is determined by the number of configured LCGs at the IAB node.

CP-UP separation
In this section, we discuss FFS and other potential issues based on the following RAN2 agreements for CP-UP separation.
	Agreements (RAN2#113bis-e meeting)
SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases)
Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases)



When RAN2 discussed SRBs used for CP-UP separation, common understanding is that the scenario 1 is almost same as F1-C transfer over E-UTRA supported in Rel-16 IAB and SRB2 is easily agreed for the scenario 1. On the other hand, split SRB2 and SRB3 are proposed to support the scenario 2 and split SRB2 is agreed first because companies don’t want to have different priority of SRB for the scenario 2, i.e., the priority of SRB3 is higher than SRB2 which is used for the scenario 1. Now, other case, e.g., SRB3, is remained as FFS.
	RAN3 LS on CP-UP separation of Rel-17 IAB (R2-2100040)
· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)





As per the TS 37.340 in the below box, the yellow highlight clearly say that both split SRB and SRB3 can be configured simultaneously. There should be no doubt that this can be also applied to the IAB node as well.
Observation 8. The current specification already allows to configure both split SRB and SRB3 simultaneously. 

	[bookmark: _Toc29248345][bookmark: _Toc37200930][bookmark: _Toc46492796][bookmark: _Toc52568322][bookmark: _Toc60787189]7.6	Split SRB
Split SRB is supported for both SRB1 and SRB2 (split SRB is not supported for SRB0 and SRB3) in all MR-DC cases. RRC PDUs on split SRB are ciphered and integrity protected using NR PDCP.
Split SRB can be configured by the MN in Secondary Node Addition and/or Modification procedure, with SN configuration part provided by the SN. A UE can be configured with both split SRB and SRB3 simultaneously. SRB3 and the SCG leg of split SRB can be independently configured.



Before discussing a potential issue, we would like to clarify what is difference between the scenario 1 and 2. In the scenario 1, RRC messages for the IAB node 2 are transferred to the MCG through SRB0 or SRB1, while F1-C traffic including RRC messages for all descendent UEs are transferred to the same MCG through SRB2 after encapsulating F1-C traffic into RRC container, e.g., ULInformationTransfer.
Observation 9. In the scenario 1, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the same MCG through SRB0/1 and SRB2 respectively. (Not mixed-up in the same SRB in the scenarios 1)

In the scenario 2, however, RRC messages for the IAB node 2 are transferred to the MCG through SRB0 or SRB1, while F1-C traffic including RRC messages for all descendent UEs are transferred to the SCG through split SRB2 after encapsulating F1-C traffic into RRC container, e.g., ULInformationTransfer. That is, the IAB node 2 uses different cell group for transferring F1-C traffic including RRC messages for all descendent UEs and its own RRC messages for IAB node 2, i.e., MCG for its own RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs.
Observation 10. In the scenario 2, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the different cell group, i.e., MCG for RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs. (Mixed-up in the same split SRB 2 in the scenarios 2)

From the IAB node 1 perspective in the scenario 2, both all RRC messages from the IAB node 2 and all RRC messages from a UE are arrived through SRB0 or 1 and same handling will be performed, i.e., all RRC messages from both the IAB node 2 and a UE are transferred to the IAB-donor CU by F1AP procedure (e.g., RRC Message Transfer procedures as specified in TS 38.473). In this condition, if the IAB node 1 support CP-UP separation functionality, F1-C traffic including all RRC messages from both the IAB node 2 and a UE are included into an RRC container, e.g., ULInformationTransfer, and then transferred to the SCG using same split SRB2. Considering that normally the IAB node may support many UEs, RRC messages from the IAB node 2 can be delayed due to already arrived RRC messages from many UEs. This means that connection control for the IAB node 2 can be impacted even by RRC messages through SRB2 from UEs.
Observation 11. In the scenario 2, if RRC messages from both UEs and an IAB node are transferred through the same split SRB 2, RRC messages from the IAB node can be delayed by RRC messages from UEs and connection control of the IAB node may be also delayed and get into trouble. 

Of course, it is not clear yet whether all IAB nodes in an IAB topology can support CP-UP separation functionality or only a set of IAB nodes in the IAB topology can support CP-UP separation functionality. In our understanding, anyway the above potential issue can happen regardless of whether all IAB nodes support CP-UP separation functionality or not. This issue should be considered to be resolved in RAN2 for achieving a gain from CP-UP separation functionality.
Proposal 9. SRB3 is used for F1-C transport in the CP/UP-separation scenario 2.
Proposal 10. In the CP/UP-separation scenario 2, a SRB for transferring RRC messages for IAB nodes can be different from a split SRB 2 which is used for transferring RRC messages for UEs.

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations and proposals:
Observation 1. UL hop-by-hop flow control is not included in the in the RAN2 identified issues and cannot be used for indication of hop-by-hop flow control to trigger local re-routing.
Observation 2. Even though indication of hop-by-hop flow control is received, if there is no alternative path, local re-routing anyway cannot be triggered.
Observation 3. If per IAB node configuration is applied, the IAB node can freely select one of available alternative paths for local re-routing.
Observation 4. The closer to the IAB donor node, the more downstream links exist in one IAB node. If the IAB node freely selects one of many alternative paths for local re-routing, unpredictable local re-routing may be expected from IAB donor CU point of view. To prevent this, another RRC configuration, e.g., priority, may be needed.
Observation 5. If per route configuration is applied, predictable IAB node’s behaviour during local re-routing and more controllable local re-routing are expected.
Observation 6. The current local re-routing does not allow changing carried BAP address and the BAP PDU may not be successfully delivered to the new donor DU. 
Observation 7. The required extended LCID space and the required number of LCG space can be different depending on the IAB node placement in the topology.
Observation 8. The current specification already allows to configure both split SRB and SRB3 simultaneously. 
Observation 9. In the scenario 1, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the same MCG through SRB0/1 and SRB2 respectively. (Not mixed-up in the same SRB in the scenarios 1)
Observation 10. In the scenario 2, RRC messages for an IAB node supporting CP-UP separation, e. g., IAB node 2 in above figure, and RRC messages for descendent UEs are transferred by the different cell group, i.e., MCG for RRC messages for IAB node 2 and SCG for F1-C traffic including RRC messages for all descendent UEs. (Mixed-up in the same split SRB 2 in the scenarios 2)
Observation 11. In the scenario 2, if RRC messages from both UEs and an IAB node are transferred through the same split SRB 2, RRC messages from the IAB node can be delayed by RRC messages from UEs and connection control of the IAB node may be also delayed and get into trouble. 

Proposal 1. An indication of hop-by-hop flow control for UL is not introduced. 
Proposal 2. Rel-16 DL flow control feedback is used for an indication to trigger local re-routing. 
Proposal 3. Local re-routing is triggered when an indication of flow control feedback is received and available alternative path exists. 
Proposal 4. Per route configuration is used for local re-routing based on an indication of hop-by-hop flow control.
Proposal 5. When inter-donor DU local re-routing is performed, BAP address carried in the BAP PDU is updated to the BAP address of the new donor DU, i.e., no need to update BAP address in case of intra-donor DU local re-routing. 
Proposal 6. The maximum number of LCGs for Rel-17 IAB can be increased up to 32 or 64. 
Proposal 7. The IAB node can be configured with legacy LCG space (i.e., 8) or the extended LCG space (i.e., larger than 8) by the IAB-donor CU.
Proposal 8. The BSR format is determined by the number of configured LCGs at the IAB node.
Proposal 9. SRB3 is used for F1-C transport in the CP/UP-separation scenario 2.
Proposal 10. In the CP/UP-separation scenario 2, a SRB for transferring RRC messages for IAB nodes can be different from a split SRB 2 which is used for transferring RRC messages for UEs.
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