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Introduction
In RAN2#113e[1] meeting, RAN2 decided to support local rerouting based on HbH flow control indication as below agreement.
	Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
RAN2 considers inter-donor-DU local rerouting to be in scope



This contribution discusses above issues related to local rerouting.
Discussion 
In Rel-16, local rerouting is only triggered by BH RLF. But RAN2 decided local routing as a candidate solution for congestion mitigation in Rel-17. Related to local rerouting based on HbH flow control indication, we propose our views on following issues. 

 Scenario for local rerouting
Since congestion may be occurred at any direction on IAB node, local rerouting can be considered for downlink and uplink. For downlink, the local rerouting can be achieved by Rel-16 flow control feedback mechanism. In the mechanism, child IAB node reports available buffer size to parent IAB node and then parent IAB node can change transmission path accordingly. As email discussion on the issue, majority of companies support downlink local rerouting based on HbH flow control indication. For uplink, there is no explicit flow control feedback mechanism in Rel-16 except for uplink scheduling. But since IAB considers DC scenario where IAB node is connected to two parent IAB nodes in Rel-17, RAN2 should discuss whether local rerouting can be applied as a candidate solution for uplink congestion mitigation. Related to the issue, RAN2 already discussed at post email discussion[2], but we did not have enough discussion on necessity of uplink local rerouting. 
Proposal 1: RAN2 is asked to discuss whether uplink local rerouting mechanism is necessary in Rel-17 IAB.

Trigger information
For triggering of local rerouting based on HbH flow control indication, transmitting IAB node should identify congestion level of peer receiving IAB nodes. For the purpose, we think available buffer size can be used for main triggering information for local rerouting because congestion level can be deduced by buffer state of an IAB node. Additionally, routing identifier is needed to grasp which path is to be congested. For downlink, Rel-16 flow control feedback mechanism can be reused since above information is already designed. But, in order to provide similar mechanism to uplink, new BAP message should be designed for HbH flow control indication. Regarding other trigger information provided by some companies, we don’t preclude them if it makes efficient local rerouting. 
Proposal 2: Available buffer size and identifier of congested route is used as trigger information for local rerouting.
Trigger conditions
Regarding triggering condition for local rerouting, buffer state of peer IAB node and routing entry for backup path can be considered. The buffer state can be obtained by HbH flow control indication from peer IAB node, which is mandatory information to reroute packets from congested path to backup path. The backup path is a route with different intermediate IAB nodes toward same destination IAB node. 
For example, an IAB node is configured to change route if the available buffer size of certain path is smaller than threshold. In this configuration, the IAB node triggers local rerouting only when available buffer size is below the threshold and there is backup path for the destination IAB node. If there are multiple backup paths as alternatives for congested path, backup path selection will be done by either IAB node implementation or IAB donor CU configuration.  
Proposal 3: Local rerouting is triggered only when available buffer size is smaller than threshold and there is backup path.

Role of CU configuration
For local rerouting, IAB donor CU performs following operation.
· Backup path configuration
· Buffer threshold configuration 
· Path update 

Backup path configuration is setting up routing entry for alternative path when a configured path will be congested. Since multiple routing entries can be configured for a backup path, IAB donor CU may configure precedence to specific candidate paths. Buffer threshold is information to judge whether a path is congested or not and this information is configured at path configuration. Path update means change of configured path to new path. If configured path by IAB donor CU is suffering long term congestion after local rerouting by an IAB node, the updated path should be reflected to path configuration managed by IAB donor CU. Based on path update reporting, IAB donor CU can modify the routing entry of the IAB node which reports long term congestion.  
Proposal 4: IAB donor CU performs backup path configuration, buffer threshold configuration and path update for local rerouting.
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In this contribution, we propose local rerouting based on HbH flow control indication for Rel-17 IAB. 
Proposal 1: RAN2 is asked to discuss whether uplink local rerouting mechanism is necessary in Rel-17 IAB.
Proposal 2: Available buffer size and identifier of congested route is used as trigger information for local rerouting.
Proposal 3: Local rerouting is triggered only when available buffer size is smaller than threshold and there is backup path.
Proposal 4: IAB donor CU performs backup path configuration, buffer threshold configuration and path update for local rerouting.
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