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Introduction
One objective of RAN WI is about group scheduling, as described below [1]:
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
And in RAN2#112e meeting, L2 architecture was discussed and there was FFS related to group scheduling:
FFS for PTM if multiplexing/de-multiplexing of different logical channels are to be supported in MAC for NR MBS.
In this contribution, we provide our view about group scheduling issues, including:
· G-RNTI and multicast session mapping
· Logical channels multiplexing/de-multiplexing
· Identify of MBS radio bearer and logical channel
· DRX for MBS
· SPS for MBS
Discussion
SA2 progress
To address the group scheduling issues, it would be better if we have a common understanding of relationship of the multicast service, multicast session, QoS flow, etc., which was also discussed in SA2 [2].
The conclusions about multicast session identification including:
-	For MBS multicast Session, source specific IP multicast address can be assigned by 5GC or external network.
-	TMGI definition is updated for 5G MBS to be able to identify the MBS session when used for the Multicast Session Context and to identify the MBS service when used for the Multicast service context. (see Figure 8.2.2.2-1).
From above statement we could see, one multicast session is associated with one multicast service, and the possible way to identify MBS service could be TMGI or IP multicast address.
Also, there’s discussion of multicast session and QoS flows, which is depicted in Figure 1: 


Figure 1 Merged MBMS session model
Besides the relationship of multicast session and multicast service, we could find the other relationships between different MBS concepts:
· Multicast flow is one-to-one mapped to QoS flow for multicast data;
· One multicast session could be associated with one or more QoS flows;
· Multiple multicast sessions could be associated with one or more PDU sessions of a UE;
· One multicast session could only be associated with one multicast service.
[bookmark: _Hlk61342073]Observation 1: For a specific UE, its PDU session could be associated with one or more multicast session, and each multicast session could only be associated with one multicast service, while there could be one or more QoS flows.
Proposal 1: RAN2 is proposed to discuss group scheduling based on above observation.
G-RNTI and MBS session mapping
As mentioned in section 2.1, the relationship between MBS session and MBS service is one-to-one mapping, but whether G-RNTI is also one-to-one mapping to MBS service has not decided yet. In LTE SC-PTM, MBMS service identified by TMGI is one-to-one mapping to SC-MCTH (traffic logical channel), which is scheduled by a G-RNTI. In other words, there is one-to-one mapping between MBMS service/TMGI and G-RNTI.
Hence, one-to-one mapping between MBMS service and G-RNTI also could be a potential option for NR MBS design.  And from 2.1 analysis, one multicast session is associated to one MBS service, so the G-RNTI and multicast session mapping could be one-to-one mapping, no matter whether TMGI or IP address is used for multicast service identification.
Besides, there’s another mapping option: one G-RNTI could be mapped to multiple multicast sessions. 
Compared above two options, one-to-one mapping is a clear and simple way to define the relationship between multicast service and RAN scheduling. Moreover, it is helpful for UE power saving, since UE could only receive MBS services that it is interest in. 
Observation 2: One-to-one mapping is helpful for UE power saving and complexity reduction.
Regarding to one-to-multiple mapping, it may be beneficial in the case that a group of UEs in a cell are interested in/receiving the same MBS services, where gNB could transmit MBS data using only one G-RNTI to improve scheduling efficiency. To achieve this, there are two possible ways: 
1. The unified G-RNTI for a set of services could only be used for specific UE, who are interest in all services in the set, and for other UEs not interested in all services of the set, separate G-RNTIs are still used for each service.
2. When the unified G-RNTI is used, all UEs will use it to receive services belonging to the service set.
For the first way, it is up to gNB implementation, depending on the network knowledge about different MBS services’ subscribers, so it may not suitable for broadcast/delivery mode 2 case. What’s more, since multicast/PTM targets for multiple UEs, one-to-one mapping MTCHs are still there, it may cause some network resource wasting. And for the second way, it is clear it will cause extra UE power consumption when a UE is not interest in all services of the set associated with the G-RNTI.
Observation 3: One-to-multiple mapping between G-RNTI and multicast session could cause network resource wasting and UE power consumption.
Based on the analysis above, we think mapping between G-RNTI and multicast session could only be one-to-one mapping.
Proposal 2: Mapping between G-RNTI and multicast session is one-to-one mapping.
Besides, RAN1’s LS [3] ask whether multiple G-RNTIs could be supported. Since a UE may be interested in multiple MBS services, if proposal 2 is supported, it’s natural that a UE needs to support multiple G-RNTIs.
Proposal 3: UE should support multiple G-RNTIs.
Logical channels multiplexing/de-multiplexing
One key issue of PTM multiplexing is the mapping relationship between G-RNTI and MBS service.  
In section 2.1, we analysis the relationship of multicast service, multicast session and QoS flows. Since one multicast session could be associated with multiple QoS flows of the same service, and the key point of logical channels multiplexing/de-multiplexing only depends on the mapping relationship between G-RNTI and MBS service. 
If proposal 2 is supported, in which G-RNTI and multicast session is one-to-one mapping, multiplexing of MAC SDUs of different logical channels linked to the same MBS session/G-RNTI could be supported. As to MAC SDUs of different logical channels linked to different G-RNTIs, they should not be multiplexed. Figure 2 depicts the potential MBS logical channels multiplexing.


Figure 2 MBS multiplexing
[bookmark: _Hlk61342095]Proposal 4: If NR associate a G-RNTI with a specific MBS service:
· multiplexing of MAC SDUs of different logical channels linked to the same MBS session/G-RNTI could be supported;
· multiplexing of MAC SDUs of different logical channels linked to different MBS session/G-RNTI should not be supported.
Identify of MBS radio bearer and logical channel
In NR split bearer, the network configures one DRB identity (ID) and two LCIDs for the bearer. In last meeting, RAN2 agreed the case of taking PDCP as anchor layers with two RLC legs of UM mode. In this case, the architecture of the MBS bearer is similar to NR split bearer. Therefore, from our point of view, only one bearer ID should be configured for MBS bearer while two LCIDs are configured for PTP leg and PTM leg separately.


Figure 3 Downlink Layer 2 Structure for Multicast Service
For the radio bearer ID configuration, we think it could be separate from unicast DRB ID, considering that MRB may be used for a group of UEs.
[bookmark: _Hlk68263151]Proposal 5: Separate MRB ID could be configured from unicast DRB ID.
Given that Proposal 3 is agreed, a MAC PDU may contain multiple MAC SDUs of different logical channels linked to the same MBS session/G-RNTI, therefore LCID for differentiation is needed, and considering the difference of PTM and PTP leg, also for the purpose of saving LCID space for legacy DRB, we think separate LCID space could be designed for MBS PTM transmission.
For PTP transmission, the LCID could be configured separately for every UE, and it should be the same way with unicast service, in other words, the LCID space for PTP transmission could share the LCID space of unicast DRB.
[bookmark: _Hlk68263162]Proposal 6: For the identify of logical channel
· Separate LCID space could be configured for PTM transmission
· PTP transmission could share the same LCID space with unicast.
MBS DRX
DRX is an efficient way for UE’s power saving, with which, UE could not monitor PDCCH when there’s no data transmitted. Hence, in LTE SC-PTM, DRX was introduced for power saving. Considering the same purpose, DRX should also be supported in NR MBS.
[bookmark: _Hlk67906580]Proposal 7: DRX should be supported in NR MBS.
In LTE, UE could be configured with a DRX for multicast service reception, which is per G-RNTI configured, and could be used in both RRC Idle and RRC Connected states. Besides, UE could also be configured with a DRX for unicast reception, which is only applied in RRC Connected state. Except for the states difference, the main difference of the two DRX scheme for multicast and unicast is DRX for SC-PTM does not support HARQ. 
Observation 4: In LTE, both DRX for SC-PTM and DRX for unicast could be configured simultaneously for a UE.
Observation 5: DRX for SC-PTM does not support HARQ.
In NR MBS, one objective is for reliability enhancement, in which, HARQ for PTM is under discussion. Therefore, DRX for SC-PTM could not be copied for NR MBS directly. 
Proposal 8: Considering HARQ supporting issue, DRX for NR MBS should not copy DRX for SC-PTM directly.
Besides, whether DRX configuration for NR MBS is only applied to PTM transmission or both PTP and PTM transmission should be taken into considering. For PTP leg scheduling, C-RNTI is used, and if DRX for unicast is also configured, a UE in Reconnected state may need to monitor two DRX cycles at the same time, which may increase UE’s complexity and power saving.
[bookmark: _Hlk67906624]Proposal 9: NR MBS DRX configuration could be used for PTM transmission could be taken as baseline, and whether it applies to PTP transmission needs further discussion.
SPS for MBS
SPS for MBS was agreed in RAN1, and it was agreed in RAN1#104bis that G-CS-RNTI is defined for MBS, different from CS-RNTI for unicast SPS PDSCH [4].
	Define G-CS-RNTI at least for SPS group-common PDSCH and activation/deactivation of SPS group-common PDSCH, different from CS-RNTI for unicast SPS PDSCH.
· G-CS-RNTI is used for PTM scheme 1 based dynamic retransmission of SPS group-common PDSCH 
· FFS: Whether CS-RNTI can be used for PTP retransmission of SPS group-common PDSCH.
· FFS: Number of G-CS-RNTI.



Based on the current agreements, the mapping relationship of G-CS-RNTI and MBS service is not clear. As we analysed above, it’s better to inherit the one-to-one mapping between G-RNTI and multicast service, similarly, it seems fine for G-CS-RNTI and MBS service to be one-to-one mapping.
Proposal 10: G-CS-RNTI and MBS service could be one-to-one mapping.
Regarding to the multiple G-CS-RNTIs supporting issue asked in RAN1’s LS, in our opinion, it should be supported considering that UE may be interested in/receiving multiple MBS services.
Proposal 11: RAN2 should reply to RAN1’s LS that multiple G-CS-RNTIs should be considered.
Conclusions
In this contribution, we analysis group scheduling related issues, including  G-RNTI and MBS session mapping, logical channel multiplexing and de-multiplexing, identify of MBS radio bearer and logical channel, DRX and SPS. Our observations are listed below:
Observation 1: For a specific UE, its PDU session could be associated with one or more multicast session, and each multicast session could only be associated with one multicast service, while there could be one or more QoS flows.
Observation 2: One-to-one mapping is helpful for UE power saving and complexity reduction.
Observation 3: One-to-multiple mapping between G-RNTI and multicast session could cause network resource wasting and UE power consumption.
Observation 4: In LTE, both DRX for SC-PTM and DRX for unicast could be configured simultaneously for a UE.
Observation 5: DRX for SC-PTM does not support HARQ.
Based on the observations, our proposal are :
Proposal 1: RAN2 is proposed to discuss group scheduling based on above observation.
Proposal 2: Mapping between G-RNTI and multicast session could only be one-to-one mapping.
Proposal 3: UE should support multiple G-RNTIs.
Proposal 4: If NR associate a G-RNTI with a specific MBS service:
· multiplexing of MAC SDUs of different logical channels linked to the same MBS session/G-RNTI could be supported;
· multiplexing of MAC SDUs of different logical channels linked to different MBS session/G-RNTI should not be supported.
Proposal 5: Separate MRB ID could be configured from unicast DRB ID.
Proposal 6: For the identify of logical channel
· Separate LCID space could be configured for PTM transmission
· PTP transmission could share the same LCID space with unicast.
Proposal 7: DRX should be supported in NR MBS.
Proposal 8: Considering HARQ supporting issue, DRX for NR MBS should not copy DRX for SC-PTM directly.
Proposal 9: NR MBS DRX configuration could be used for PTM transmission could be taken as baseline, and whether it applies to PTP transmission needs further discussion.
Proposal 10: G-CS-RNTI and MBS service could be one-to-one mapping.
Proposal 11: RAN2 should reply to RAN1’s LS that multiple G-CS-RNTIs should be considered.
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