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1 Introduction
The WID on Enhanced Industrial Internet of Things (eIIoT) communication [1] includes the following objective on the support of time synchronisation:
Enhancements for support of time synchronization:
RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]
Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]
At RAN2#113-e, we the following aspects of propagation delay compensation (PDC) were not concluded [2]:
Assumptions:
· There is no UE clock drift issue to be addressed
· The source and target gNB are tightly synchronized to the same master clock within the budget and there is no need to optimize anything for HO.  
To discuss over email:
Proposal 11   For UE-side PDC, RAN2 to collect views and down-select the below options:
· gNB enable/disable UE-side PDC 
· UE request a PD estimation update
· UE autonomously conduct PDC if a network-configured threshold is met
· Other options?
Proposal 12 RAN2 to further discuss the need of gNB knowing sync requirement of a UE.
In this paper, we focus on the aspects of PDC that can be progressed at this point in time.
2 Discussion
2.1 Synchronisation between source and target gNBs
The means to enable TSN networks to work with the 5GS is described in TS 23.501 [3]. The 5GS is integrated into the external TSN network as a time-aware TSN bridge as illustrated in Figure 1 below.
[image: ]
[bookmark: _Ref64282578]Figure 1: 5GS integrated with a TSN network
The implication of ‘time-awareness’ is that the total residence time of a gPTP packet within the bridge (i.e. the time the packet takes between entering and leaving the bridge) is known by the bridge. Once the residence time in the bridge is calculated, it is used to correct the ‘time’ included in the gPTP packet before it leaves the bridge (i.e. 5GS) to a TSN end-station.
In order to calculate the residence time in the 5GS, the first step is the distribution of 5G internal system clock from the 5G grandmaster (5G GM) to all user plane nodes in the 5GS. The distribution of 5G internal time within the network (gNB/core network functions) is left to network implementation. The distribution of 5G internal time to the UE is done using RRC messages (SIB9/DLInformationTransfer). 


[bookmark: _Ref64289330]Figure 2: Distribution of DL Time Synchronisation Information with the same UPF (Rel-16)
In Rel-16, where gPTP packets are only sent on the downlink, the NW-TT (Network-Side TSN Translator) in the core network adds an ingress time stamp (TSi) to the received gPTP message payload when it enters the 5GS. The gPTP packet traverses through the 5GS till it arrives at the UE where an egress time stamp (TSe) is noted by the UE. The difference between TSe and TSi is the residence time in the 5GS. The DS-TT updates the gPTP message payload with the residence time, removes the TSi that was included by the NW-TT and passes the gPTP packet to the appropriate TSN end station that the DS-TT is connected to. This procedure is illustrated in Figure 2 above.


[bookmark: _Ref64291708]Figure 3: Distribution of UL Time Synchronisation Information with the same UPF (Rel-17) [4]
In Rel-17, where gPTP packets can be sent on the uplink, the roles are reversed with the DS-TT including the TSi in the gPTP message payload, and with the NW-TT (or DS-TT of the receiving UE in case of control-to-control Scenario 2 [4]) determining the TSe and the residence time of the gPTP packet in the 5GS. This procedure is illustrated in Figure 3 above which is from TR 23.700-20 [5].
In order to calculate the residence time in the system correctly, both TSi and TSe timestamps need to use the same base clock. As outlined in TS 23.501, the 5G internal clock, distributed from the 5G GM to all entities in the 5GS, is used as the common clock for timestamps TSi and TSe. Even if there are multiple gNBs in the 5GS, all gNBs need to be synchronised to a common 5G GM. If not, the timestamp at ingress and egress will not be based on a common clock, in which case residence time in the 5GS cannot be correctly calculated.
Observation 1: If all gNBs in the 5GS are not synchronised to a common 5G GM clock, residence time calculation as specified in TS23.501 cannot be performed.
There can be several means to have all gNBs synchronised to a common 5G GM. For example, as discussed in R2-112e [4], in Control-to-control Scenarios 1 and 2, the 5G GM time is synchronised between the gNBs using the intra-5G sync framework which is left to NW implementation. In deployments covering larger areas such as in Smart Grids (Scenario 3), all gNBs independently synchronise to a common 5G GM such as GNSS. Regardless of the means of doing so, it is imperative for all gNBs in the 5GS to be synchronised to a common 5G GM to correctly perform residence time calculation in the 5GS. The error budget calculated for the Network Part in R2-112e takes all sync errors between gNBs and the 5G GM into consideration.
Therefore, we propose to agree to the assumption that was made in R2-113e, i.e.
Proposal 1: Confirm that the source and target gNBs are tightly synchronized to the same master clock within the budget and that there is no need to optimise for handovers.
3 Conclusion
In this contribution we observe the following:
Observation 1: If all gNBs in the 5GS are not synchronised to a common 5G GM clock, residence time calculation as specified in TS23.501 cannot be performed.
Based on the observation above, we propose:
Proposal 1: Confirm that the source and target gNBs are tightly synchronized to the same master clock within the budget and that there is no need to optimise for handovers.
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