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Introduction
The following topics concerning group scheduling for multicast are discussed in this contribution:
· eLCID
· Concurrent sessions 
· Data inactivity
· DRX while monitoring G-RNTI
[bookmark: _Toc242573354]Background
Data-inactivity
During RAN2#112-e it was agreed that UE can stay in connected during data inactivity of a multicast session, other cases FFS:
No data: When there is no data ongoing for the multicast session, the UE can stay in connected. Other cases FFS
Group scheduling
Group scheduling was not discussed during RAN2#113, but a summary was prepared [1]. Group scheduling was not discussed during RAN2#113bis-e either, and a summary of the contributions and proposals was provided in [2].
RAN1#104bis-e
In LS [3] RAN1 asks two questions to RAN2:
Question 1: Whether RAN1 should consider the case of UE supporting multiple G-RNTIs?
Question 2: Whether RAN1 should consider the case of UE supporting multiple G-CS-RNTIs?
Discussion
eLCID
Background
Support of eLCID by the UE in LTE is mandatory when the UE supports up to 15 DRBs (extendedNumberOfDRBs-r15), otherwise it is optional with capability signalling (eLCID-Support-r15).
eLCID for NR was introduced in Rel-16 to support all the new MAC CEs which consume LCID space [4], e.g. for DL-SCH: 

Table 6.2.1-1b Values of one-octet eLCID for DL-SCH
	Codepoint
	Index
	LCID values

	0 to 244
	64 to 308
	Reserved

	245
	309
	Serving Cell Set based SRS Spatial Relation Indication

	246
	310
	PUSCH Pathloss Reference RS Update

	247
	311
	SRS Pathloss Reference RS Update

	248
	312
	Enhanced SP/AP SRS Spatial Relation Indication

	249
	313
	Enhanced PUCCH Spatial Relation Activation/Deactivation

	250
	314
	Enhanced TCI States Activation/Deactivation for UE-specific PDSCH

	251
	315
	Duplication RLC Activation/Deactivation

	252
	316
	Absolute Timing Advance Command

	253
	317
	SP Positioning SRS Activation/Deactivation

	254
	318
	Provided Guard Symbols

	255
	319
	Timing Delta



RAN2 discussed the UE capability issue with eLCID support in last RAN2 meeting [5], and agreed in principle to add for conditionally mandatory features without capability signalling in 38.306 [6]:
	Features
	Condition

	MAC subheaders with one-octet eLCID field
	It is mandatory to support MAC subheaders with one-octet eLCID field for UEs supporting MAC CEs using extended LCID values as specified in TS 38.321 [8].


If the UE supports a Rel-16 feature, which uses a MAC CE using one-octet eLCID, then the UE shall support one-octet eLCID. 
Discussion
Optional UE capabilities in additional to the general MBS capability may create problems when the capability is required for group scheduling:
Observation 1: Optional UE capabilities when required for group scheduling may cause problems.
In LTE the UE is required to support eLCID when the UE supports extended number of DRBs. With MBS in NR the UE needs to support additional bearer(s) for MBS, i.e. MRB(s) in additional to the legacy DRBs. Furthermore it is assumed there will be multiple concurrent MRBs transmitted by the gNB. 
RAN2 needs to decide whether MCCH/MTCH is mapped onto MCH or DL-SCH transport channel [7]. It should be noted that for DL-SCH there is a shared LCID space which could potentially speak in favour of making support of eLCID mandatory for MBS UEs. 
Further discussion is needed whether a UE supporting MBS shall support (one-octet) eLCID:
Proposal 1: RAN2 to discuss mandatory support for one-octet eLCID for UEs supporting MBS.
Concurrent sessions
For public safety (MCPTT) there can be multiple concurrent sessions, e.g. voice, video and/or data session. And for other use cases concurrent sessions cannot be excluded either. In LTE reception of concurrent MBMS sessions/services was left to UE implementation: 
In this release of the specification, an MBMS capable UE is only required to support reception of a single MBMS service at a time, and reception of more than one MBMS service (also possibly on more than one MBSFN area) in parallel is left for UE implementation.
In NR the UE can join more than one multicast (MC) session at the same time, and the NW can transmit multiple MC sessions at the same time. Some UEs (e.g. MCPTT) should be capable to receive concurrent MC sessions, but support of concurrent sessions may depend on the UE capability, i.e. the UE capability to monitor and receive multiple G-RNTIs in the same slot: 
Proposal 2: The MBS design should include concurrent sessions, but support of concurrent sessions by the UE may depend on UE capability i.e. capability to monitor and receive multiple G-RNTIs in the same slot.
In case there is a 1:N mapping of G-RNTI to MBS session, then the MBS UE (naturally) supports concurrent sessions that are mapped onto the same GRNTI. However some restrictions may apply when a 1:N mapping can be used: the possibility to map multiple sessions onto the same GRNTI, which share the same MBS DRX (e.g. DRX periodicity), may depend on whether these sessions share the same QoS (unless the session with the tightest QoS determines the minimum requirements which may not be efficient). Furthermore a UE may not be interested to receive all the sessions that are mapped onto the same GRNTI: 
Observation 2: The MBS UE supports concurrent sessions in case multiple MBS sessions are mapped onto the same GRNTI, however restrictions may apply when a 1:N mapping can be used. 
RAN1 asked whether it should consider the case of UE supporting multiple G-RNTIs/G-CS-RNTIs [3]. The use of G-CS-RNTI is applicable to sessions with periodic and predictable traffic, and there could be a need for concurrent session such as voice and video:
Proposal 3: MBS supports concurrent sessions scheduled via G-RNTI and G-CS-RNTI.
The support of concurrent sessions should not rely on a 1:N mapping, i.e. concurrent sessions should also be supported with a 1:1 mapping: 
Proposal 4: Support of concurrent sessions by the UE does not rely on 1:N mapping of G-RNTI to MBS session.
RAN2 is considering MBS DRX per G-RNTI (e.g. drx-LongCycle, drx-StartOffset and drx-onDurationTimer) which implies that the UE will monitor the G-RNTI during the Active Time of the G-RNTI DRX configuration. The configured onDurations for different G-RNTIs may or may not overlap, but the Active Time of different G-RNTIs will overlap. In case the UE supports concurrent sessions, the UE shall be capable to monitor multiple G-RNTIs in a single slot:
Proposal 5: A UE that supports concurrent MBS sessions scheduled via G-RNTI/G-SC-RNTI shall be able to monitor multiple G-RNTIs/G-CS-RNTI per slot.
The NW can schedule MBS sessions with different G-RNTIs in different slots[footnoteRef:1]. For traffic that is scheduled via G-CS-RNTI the NW can configure DRX patterns that are not overlapping w.r.t. the OnDuration to ensure scheduling availability. [1:  UE capability to receive MBS data via multiple G-RNTIs in the same slot does not work for group scheduling unless all UEs in the group support the capability. ] 

In case there is a 1:1 mapping between G-RNTI/G-CS-RNTI and MBS session then there is flexibility to configure a DRX that matches the QoS flow requirements, and the UE only receives the MBS data it is interested in. However in some cases there can be MBS session with similar QoS requirements, and multiplexing them on the same G-RNTI is more efficient from a NW perspective. The impact on the UE power consumption is limited because the additional transmission times of the "not-interested" MBS data is limited and the "wake-up" frequency is not impacted which mainly determines the power consumption. Perhaps in some cases a distinction should be made between "interested to receive" and "interested to watch/listen", i.e. the UE may be interested to receive multiple audio/video streams simultaneous to enable quickly switching between the audio/video stream that is actually displayed/playout out: 
Proposal 6: One or multiple MBS sessions can be mapped to one G-RNTI/G-CS-RNTI.
In case of RAN2 agreement(s) it is assumed that RAN2 will inform RAN1 in an LS. 
Data inactivity
Background info
Idle and Inactive mode are the preferred RRC states for UE power saving, where the UE can be in a deep sleep state for a long time, and the UE only has to wake up during its Paging Occasion in a DRX cycle to receive Paging. These RRC states are also preferred from a network resource allocation/consumption perspective when there is no data to send or receive. 
In connected mode the UE enters DRX based on unicast data inactivity using the configured cDRX parameters, i.e. when the UE is outside Active Time the UE is not required to monitor PDCCH. The UE can also be put to sleep immediately by the network using DRX command. Further improvements have been introduced in later releases like UE assistance for cDRX, DCP in connected mode, and PDCCH monitoring adaptation (e.g. SSSG switching and PDCCH skipping) and RLM/BFD measurement relaxation are evaluated for REL-17.
With unicast data, the UE is normally released by the network to idle or inactive when there is no data sent or received for a long time, i.e. when no more data is expected in the near future. The network inactivity timer in RAN is implementation dependent. Via UE assistance signalling the UE can also indicate a preference to be released, when the UE does not expect more data to send or receive in the near future. 
Multicast session states
SA2 agreed that the session is either Active or Inactive, as depicted in the figure below [8]:
[image: ]
Figure 1 – States for the Multicast session
SA2 indicated that during an active session multicast data is transmitted to UEs that joined the session, while during an inactive session no multicast data is transmitted.
CN deactivation
The user plane of a PDU session can be activated/deactivated, and this functionality is also inherited for multicast session (29.502). It is assumed that the inactivity timer that is used in the CN to trigger a deactivation request is based on CN implementation, similar as the inactivity timer in RAN is based on RAN implementation. But CN deactivation only considers inactivity for a single multicast session, while RAN considers data inactivity for a UE including both unicast and multicast and potentially multiple concurrent sessions. 
Observation 3: The CN and RAN inactivity timers are implementation dependent with a different scope.
When the RAN receives a deactivation signal from the CN, it is (only) clear that CN inactivity timer (unknown value) has expired. In our view it is not obvious that the RAN should release the multicast UEs when the session is deactivated (assuming there is no unicast traffic either). Potentially the CN may deactivate more quickly compared to the RAN (releasing the UE), because resources can be re-established in the CN more quickly compared to RAN. 
At any time after deactivation the CN may send an activation signal and start data transmission again. Reception of a deactivation signal in RAN is no guarantee that future activation signal is delayed (or that future multicast data is delayed):
Observation 4: Soon after deactivation the CN may activate the session again and start transmitting multicast data which may cause UEs that are released to lose data.
When UEs are released upon session deactivation then the UEs need to paged to return to connected mode when the session is activated again. The main delay component for the UEs to return to connected mode is the DRX cycle that is used in idle/inactive mode. When released to inactive mode the RAN could configure a smaller RAN paging cycle to reduce this delay:
Observation 5: The main delay component for a UE to return from idle/inactive mode to connected mode when the session is activated (again) is the DRX cycle that is used in idle/inactive mode.
But when the multicast group is very large there could be additional delay due to congestion during random access: 
Observation 6: When the number of UEs of the multicast group is very high there could be congestion during random access when all the UEs try to return to connected to receive multicast data again.
When the group of UEs that has to return to connected mode is very large, and congestion during random access delays the return, the latency will not be controlled nor limited. The latency will depend on the size of the group, even when new random access enhancements are agreed to regulate the random access. There is a risk that the UE misses multicast data when the UE is released and the session is activated (again): 
Observation 7: The gNB can decide not to release a multicast UE in connected mode to avoid potential latency issues and loss of data for the UE to return to connected mode when the session is activated again and data transmission is re-started.
Data inactivity during an active session
When the session is in active state, i.e. has started but has not been deactivated (yet), then it is reasonable to assume in RAN that there will be multicast data to transmit. Furthermore RAN2 is assumed to introduce a DRX mechanism for the MTCH channel in connected mode: 
Proposal 7: Data inactivity during an active multicast session is handled by connected mode DRX (details FFS).
[bookmark: _Hlk71454618]Handling of CN deactivation in RAN
The gNB actions when the multicast session is deactivated should be left to gNB implementation. The gNB has different means to make an educated decision what to do (and what not to do):
· QoS (incl 5QI) info including latency and reliability requirements (e.g. sessions with tight latency requirements are kept in connected mode and DRX is not reconfigured).
· gNB knows which and how many UEs in connected mode have joined the multicast session based on the multicast info in the UE context.
· gNB can configure a short RAN paging cycle if the multicast UE is released to Inactive mode.
· gNB can reconfigure the connected mode MBS DRX to be more power efficient (e.g. with a longer DRX cycle and/or shorter drx-InActivityTimer, etc.).
The gNB actions (e.g. release, reconfigure or no action) when the multicast session is deactivated should be left to RAN implementation: 
Proposal 8: gNB actions when a multicast session is deactivated is left to gNB implementation.
When a session is deactivated the CN does not send MBS data, and thus there is no requirement for the UE to monitor PDCCH scheduled with GRNTI of the deactivated session, in case of 1.1 mapping of GRNTI and MBS session. In case G-RNTI monitoring is disable/enabled via dedicated L3 (RRC) or L2 (MAC CE) then this may create a lot of signalling. Furthermore activation needs to be quick to avoid that some UEs lose MBS data when the session is activated again. The activation should also be reliable for all UEs (MAC CE relies on HARQ). Common signalling via system information is more efficient compared to dedicated signalling, but SI change might not be fast enough. Introduction of MCCH for only this enhancement does not seem justified. Also note that the MCCH with a short periodicity does not completely remove PDCCH requirement for monitoring G-RNTI but substitutes one with the other. Furthermore potential security risk by enabling/disabling G-RNTI monitoring via SI/MCCH/MAC CE may need to be evaluated:
[bookmark: _Hlk71214875]Proposal 9: RAN2 to discuss potential enhancements for G-RNTI monitoring when multicast session is deactivated in a later release. 
DataInactivityTimer in MAC
Background
MAC has a DataInactivityTimer which is started and restarted every time the UE transmits DTCH/DCCH data or receives DTCH/DCCH/CCCH data. A timer value between 1 and 180 sec can be configured[footnoteRef:2]. If the timer expires, MAC indicates this to RRC upon which the UE autonomously transitions to idle. The purpose of the timer is to resolve a possible RRC state mismatch between UE and NW. In some scenarios, e.g. when the radio link is very bad, the NW may sent repeated RRCRelease messages, which are not received by the UE. The gNB may then go to idle while the UE remains in connected. In case the DataInactivityTimer is configured the UE would also go to idle eventually due to lack of unicast data being received. The UE at NAS level also triggers a NAS recovery when RRC indicates "'RRC connection failure" to resolve CN state mismatch. In LTE the corresponding timer is not applied to MBMS traffic (i.e. it is not started or restarted when the UE receives data on the MTCH). [2:  The NW does not configure a timer value smaller than the NW inactivity timer that is used to release the RRC connection, otherwise the UE would autonomously release itself to idle.] 

Discussion
An MBS UE in connected mode is configured with an MRB (PTM) or split MRB (MRB + PTP), SRB2 and one or more DRB(s). In case no unicast data is received over the DRB(s) for some time and the UE is configured with DataInactivityTimer the timer may expire while the UE is receiving MBS data: 
Observation 8: If the DataInactivityTimer is configured and the UE does not receive unicast data on the DRB nor signalling on the SRB the UE may switch to idle while receiving MBS data. 
The NW can ensure that the DataInactivityTimer is re-started by sending signalling or unicast data to the UE i.e. sent some type of "keep alive" signalling. In case reception of MBS data also restarts the DataInactivityTimer timer this would not be needed. But then the NW inactivity timer, that the NW is using to release the UE, also needs to be re-started when MBS data is sent and an MRB is configured for that UE.
A UE in connected mode may also receive MBS broadcast data configured on the initial BWP, and at this phase in the design, it is not clear if the NW is always aware that the UE in connected mode is receiving MBS broadcast data, and thus if the NW should re-start the NW inactivity timer while sending MBS broadcast data. Also note that the UE is able to continue MBS broadcast reception in idle mode. 
It is unlikely that the gNB fails to send an RRCRelease message to the UE while the UE successfully receiving MBS data when the UE is in bad coverage, i.e. MBS data is not required to restart the MAC timer to resolve state mismatch. Furthermore when the UE has problems to receive MBS in bad coverage, this is likely to trigger RLF and subsequent re-establishment:
Proposal 10: RAN2 to discuss if the UE should re-start DataInactivityTimer when it receives MBS multicast data.
DRX while monitoring G-RNTI
DRX is a key feature for power saving in the UE. It allows the UE to stop monitoring PDCCH during periods of time when there is no data activity, thereby saving power. The DRX function consists of two parts. The static part consists of known durations the UE will monitor PDCCH in order for the network to schedule it. On top of this a dynamic part is added which adapts the UE's monitoring of PDCCH depending on the traffic. As DRX is a fundamental component to save UE power, it should also be supported for monitoring of the G-RNTI:
Proposal 11: DRX is supported for monitoring of G-RNTI on PDCCH.
In LTE the MTCH traffic channel is used to carry the multicast/broadcast data. The UE in idle/inactive mode is monitoring the MTCH when the onDurationTimer or drx-InactivityTimer are running configured for the G-RNTI, i.e. during the Active Time of the G-RNTI (36.321) as shown in Figure 1. 
[image: ]
Figure 2 – DRX cycle for LTE MTCH
The drx-InactivityTimer is restarted when DL data scheduled with the G-RNTI is received. Up to 1031 SC-MTCHs can be configured in the cell for each MBMS session (G-RNTI) with its own DRX parameters. This means there is one DRX operation for unicast traffic and one DRX operation for each G-RNTI/SC-MTCH. There is a difference in the unicast DRX operation and the SC-PTM DRX operation in that the latter applies both for RRC_IDLE and RRC_CONNECTED and it lacks DRX short cycle functionality and functionality related to HARQ timers and retransmission timers. SC-PTM was designed for services with predictable characteristics (inter-arrival time, packet sizes etc) so this simplification compared to unicast DRX operation was justified. The UE simply receives the transmissions and there is no HARQ feedback for example. 
The first question for DRX support for NR MBS should be if the existing DRX operation is sufficient or if there is need to introduce another DRX operation for monitoring of the G-RNTI(s). NR MBS will have some support for HARQ, so it is not possible to copy the LTE SC-PTM solution. If the UE can only be configured with a single DRX configuration, then the on duration for all UEs interested configured with an MRB have to be aligned. This is not wanted behaviour as the corresponding DRBs of the UEs have to be handled during the same duration. Thus, having DRX configurations specifically for MRBs is appropriate:
Proposal 12: Introduce MBS-specific DRX configuration, one per G-RNTI.
Secondly the question arises about the properties of the MBS-specific DRX configuration. Unicast DRX is controlled by the following parameters and MAC CEs. The table includes the usefulness to MBS DRX.
	Parameter name
	Explanation
	Useful to MBS DRX

	drx-onDurationTimer
	The duration at the beginning of a DRX cycle
	Yes

	drx-SlotOffset
	The delay before starting the drx-onDurationTimer
	Yes

	drx-InactivityTimer
	The duration after the PDCCH occasion in which a PDCCH indicates a new UL or DL transmission for the MAC entity
	Yes

	drx-RetransmissionTimerDL
	The maximum duration until a DL retransmission is received
	Yes, if HARQ is used, otherwise no

	drx-RetransmissionTimerUL
	The maximum duration until a grant for UL retransmission is received
	No, as there are no UL grants.

	drx-LongCycleStartOffset
	The Long DRX cycle and drx-StartOffset which defines the subframe where the Long and Short DRX cycle starts
	Yes

	drx-ShortCycle
	The Short DRX cycle
	No, not necessary

	drx-ShortCycleTimer
	The duration the UE shall follow the Short DRX cycle
	No, not necessary

	drx-HARQ-RTT-TimerDL
	The minimum duration before a DL assignment for HARQ retransmission is expected by the MAC entity
	Yes, if HARQ is used, otherwise no

	drx-HARQ-RTT-TimerUL
	The minimum duration before a UL HARQ retransmission grant is expected by the MAC entity
	No, as there are no UL grants.

	ps-Wakeup 
	The configuration to start associated drx-onDurationTimer in case DCP is monitored but not detected
	No, not necessary

	ps-TransmitOtherPeriodicCSI
	The configuration to report periodic CSI that is not L1-RSRP on PUCCH during the time duration indicated by drx-onDurationTimer in case DCP is configured but associated drx-onDurationTimer is not started
	No, not necessary

	ps-TransmitPeriodicL1-RSRP
	The configuration to transmit periodic CSI that is L1-RSRP on PUCCH during the time duration indicated by drx-onDurationTimer in case DCP is configured but associated drx-onDurationTimer is not started.
	No, not necessary

	DRX command MAC CE
	MAC CE which puts the UE in DRX
	Yes

	Long DRX command MAC CE
	MAC CE which puts the UE in Long DRX if short DRX is configured
	No, not necessary


Table 1 – Parameters and MAC CEs related to DRX configuration
Proposal 13: The MBS DRX operation supports the parameters listed in Table 1 and the baseline is that they operate (actions for start/stop/expiry etc) similar to Unicast DRX operation.
[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss group scheduling issues: 
eLCID
Observation 1: Optional UE capabilities when required for group scheduling may cause problems.
Proposal 1: RAN2 to discuss mandatory support for one-octet eLCID for UEs supporting MBS.
Concurrent sessions
Proposal 2: The MBS design should include concurrent sessions, but support of concurrent sessions by the UE may depend on UE capability i.e. capability to monitor and receive multiple G-RNTIs in the same slot.
Observation 2: The MBS UE supports concurrent sessions in case multiple MBS sessions are mapped onto the same GRNTI, however restrictions may apply when a 1:N mapping can be used. 
Proposal 3: MBS supports concurrent sessions scheduled via G-RNTI and G-CS-RNTI.
Proposal 4: Support of concurrent sessions by the UE does not rely on 1:N mapping of G-RNTI to MBS session.
Proposal 5: A UE that supports concurrent MBS sessions scheduled via G-RNTI/G-SC-RNTI shall be able to monitor multiple G-RNTIs/G-CS-RNTI per slot.
Proposal 6: One or multiple MBS sessions can be mapped to one G-RNTI/G-CS-RNTI.
Data inactivity
Observation 3: The CN and RAN inactivity timers are implementation dependent with a different scope.
Observation 4: Soon after deactivation the CN may activate the session again and start transmitting multicast data which may cause UEs that are released to lose data.
Observation 5: The main delay component for a UE to return from idle/inactive mode to connected mode when the session is activated (again) is the DRX cycle that is used in idle/inactive mode.
Observation 6: When the number of UEs of the multicast group is very high there could be congestion during random access when all the UEs try to return to connected to receive multicast data again.
Observation 7: The gNB can decide not to release a multicast UE in connected mode to avoid potential latency issues and loss of data for the UE to return to connected mode when the session is activated again and data transmission is re-started.
Proposal 7: Data inactivity during an active multicast session is handled by connected mode DRX (details FFS).
Proposal 8: gNB actions when a multicast session is deactivated is left to gNB implementation.
Proposal 9: RAN2 to discuss potential enhancements for G-RNTI monitoring when multicast session is deactivated in a later release. 
Proposal 10: RAN2 to discuss if the UE should re-start DataInactivityTimer when it receives MBS multicast data.
DRX while monitoring G-RNTI
Proposal 11: DRX is supported for monitoring of G-RNTI on PDCCH.
Proposal 12: Introduce MBS-specific DRX configuration, one per G-RNTI.
Proposal 13: The MBS DRX operation supports the parameters listed in Table 1 and the baseline is that they operate (actions for start/stop/expiry etc) similar to Unicast DRX operation.
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