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Introduction
The revised positioning enhancements WID was approved during the RAN#91-e meeting [1] and the following set of objectives in relation to reduced positioning latency were agreed upon: 
	· Specify the enhancements of signalling, and procedures for improving positioning latency of the Rel-16 NR positioning methods, for DL and DL+UL positioning methods, including:
· Latency reduction related to the request and response of location measurements or location estimate and positioning assistance data; [RAN2, RAN3, RAN1]
· Latency reduction related to the time needed to perform UE measurements; [RAN1, RAN4]
· Latency reduction related to the measurement gap; [RAN1, RAN4, RAN2]



During the RAN2#113-bis-e meeting the summarized proposals in [2] were discussed. This revised contribution addresses some of the additional open issues.
Positioning Latency Issues 
Overall End-to-End Latency Evaluations 
Table 1 shows the results of RAN2’s overall latency analysis (excluding RAN1’s physical layer latency evaluations) of the different positioning techniques based on the evaluations agreed in [3].

[bookmark: _Ref61429993]Table 1: RAN2 End-to-end Latency Evaluation Summary for different RAT-dependent positioning techniques
	Positioning Techniques
	Latency Value Ranges (ms)

	UE-Assisted DL-TDOA/ DL-AOD
	134-264.5

	UE-Assisted UL-TDOA/UL-AOA
	137-310

	Multi-RTT
	200-397.5

	UE-Assisted DL NR-ECID
	88-198

	UE-Assisted UL NR-ECID
	47-113.5



It can be observed that the Rel-16 end-to-end positioning latency values exceed the Rel-17 target requirements for a majority of positioning techniques, keeping in mind that physical layer latency values (RAN1 scope) and LCS Request/Response network signalling were omitted. As such, the need for latency reduction techniques is a critical issue in order to serve the desired use cases in Rel-17 including IIoT.

Observation 1: Majority of Rel-16 RAT-dependent positioning techniques exceed the Rel-17 target end-to-end latency requirements.
1. Scheduled Location Time and Expected Location Time
The following proposals were considered based on the previous RAN2#113-bis-e meeting [2]: 
	Proposal 1:	Send a reply LS to SA2 confirming that RAN2 will add support for a scheduled location time as part 		of Rel-17and as defined in SA2 CR0151 to 23.273 (S2-2102047).
Proposal 2:	Continue evaluation of the RAN specification impacts for supporting a scheduled location time as 			defined in SA2 CR0151 to 23.273 (S2-2102047) including the following options:
(a)	There are no RAN Stage3 specification changes required for supporting a scheduled location time
(b)	The scheduled location time can be defined in relation to the reception of a measurement request message; e.g., LPP Request Location Information
(c)	The scheduled location time is provided in location request messages and/or SRS configuration messages 
	- FFS the format for the scheduled location time T 
	- FFS any additional "QoS information" which may need to be conveyed together with the scheduled location time T
Proposal 3:	Continue evaluation of the signalling and procedures to support preconfiguration of assistance data to 		the UE during the location preparation phase including the following aspects:
(a)	Existing LPP/NRPPa and RRC procedures can be utilized for pre-configuration of positioning assistance data for measurements to the UE. 
(b)	New NRPPa/RRC procedures can be defined for pre-configuration of positioning assistance data for measurements to the UE.
(c) Definition of procedures for retaining and use of (one or more) preconfigured assistance data sets at the UE.



On proposal 1, further clarifications from SA2 were requested via the LS sent in RAN2#113-bis-e [4] and although a SA2 reply LS is expected to progress on the topic, we provide our further views on this feature.
Figure 1 is a RAN perspective of the scheduled location time based on SA2’s CR definition using DL-based position method as an example, where according to the CR [5]: 
“A scheduled location time allows an external LCS Client, AF or the UE to specify a time in the future at which a current location of the UE is to be obtained”. 
Based on the definition, if such a time is indicated by ‘T’ (as seen in Figure 1), it would be beneficial to the LCS Client/AF/UE in terms of anticipating the location estimate. However, the scheduled time given by Tscheduled is different from the expected location time (T) in which the LCS Client/AF/UE is anticipating the location estimate.
Observation 2: There is a distinction between the Scheduled time (Tscheduled) and the expected location time (T) in which the LCS Client/AF/UE is anticipating the location estimate.
According to the SA2 CR [5], it is unclear if the LCS Client/AF/UE would provide the (based on Figure 1): 
1) Tscheduled time, and/or 
2) Expected location time T 
at which the location estimate can be obtained. It is therefore suggested to reclarify the intention of time parameters, i.e. ‘T’ or ‘Tscheduled’, from RAN perspective, e.g. if location request message carries ‘T’ and/or ‘Tscheduled’.
Proposal 1: RAN2 to clarify the definitions of “scheduled location time” and “expected location time” from RAN perspective, where:
· Scheduled location time, Tscheduled: Duration between transmitting LCS request message from LCS Client/AF/UE(internal LCS client) to LMF and receipt of LPP RequestLocationInformation message at UE.
· Expected location time, T: Duration between transmitting LCS request message from LCS Client/AF/UE(internal LCS Client) and receipt of LCS response message at  external/internal LCS Client or AF.
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[bookmark: _Ref71197059]Figure 1: Scheduled Location Time based on SA2 definition
It should be noted that from RAN perspective, the positioning latency required to obtain the location estimate (T) is primarily affected by the following factors:
1. The time needed for requesting and providing the UE capabilities (given by Time A in Figure 1, which can be considered deterministic);
2. The time instance the UE receives the (pre-)configured assistance data and duration of the positioning measurement scheduling information processing (given by Time B in Figure 1);
3. Duration for performing the measurements/providing the location estimate (given by Time C in Figure 1 ). 
The currently specified responseTime IE can be configured in the LMF and already encapsulates Time C (time between receipt of RequestLocationInformation and ProvideLocationInformation). The LMF can also configure/indicate the following, which is not currently supported:
· The expected response time between receipt of RequestCapability and ProvideCapabilites messages.
· The time between UE receipt of (pre-)configured assistance (e.g. ProvideAssistanceData or poSIB messages) and UE receipt of RequestLocationInformation.
This would provide a greater degree of timing control to the network while at the same time allowing the UE to know exactly when the start of the measurement phase will take place after reception of the assistance data. The configuration of this duration is under network control and offers more predictability and enables a more realistic timing from the RAN point of view and can be kept in check and compared with regard to the LCS Client/AF/UE’s expected location time.
Observation 3: Splitting the scheduled time (Tscheduled) offers enhanced control and predictability of the final location estimate.
Proposal 2: RAN2 to consider splitting the scheduled time into two parts as follows, for better predictability and control and easier tracking from the RAN side:
· The LMF configuring/indicating the response time between receipt of RequestCapability and ProvideCapabilites messages.
· The LMF configuring/indicating the time between receiving the (pre-)configured assistance data (e.g. via posSIB/ProvideAssistanceData message) and receiving the RequestLocationInformation message.
The following existing signalling options can be considered to provide the (pre-)configured assistance data needed schedule the UE in advance with assistance data:
1) RequestAssistanceData – UE can request pre-configured assistance data and is signaled to LMF by the UE in the case of UE-based methods (MO-LR).
2) ProvideAssistanceData -  the LMF can signal the pre-configured assistance data in a dedicated manner in response to a request or in an unsolicited manner.
3) posSIB- The pre-configured assistance data could be broadcasted to a groups of UEs according to the posSIB Type, which is mapped to the assistance data. Can also be broadcasted based on a on-demand request SI signalling.
Proposal 3: Existing procedures can be utilised to provide the (pre-)configured assistance data to support obtaining the location estimate in advance.
In the case that multiple location measurements corresponding to different location fixes (p) are required for different values of T (expected location time), e.g. p = {‘T’, ‘T+1’, … ,‘T+n’} (where n corresponds to the number of assistance data sets required for each pth fix of the UE’s location estimate), it is recommended that the information in the assistance data is prioritized based on the time in which in these measurements are to be performed for each pth fix of the location estimate. Table 2 shows a high-level example of how the priority can be mapped, where m indicates the mth priority of the location configuration and scheduling in advance instance, T+n for a UE’s location fix p.
[bookmark: _Ref68189006]Table 2: High-level mapping of prioritized assistance data for expected location time (T-See Figure 1)
	LCS Client/AF/UE Expected Location Time (T)
	(Pre-)configured Assistance Data Priority, e.g. DL-PRS-ID-Info message (lower number indicates higher priority)
	Location Fix (p)

	T
	1
	1 (first fix)

	T+1
	2
	2

	T+n
	m
	p



Such prioritized DL-PRS transmissions enable a single assistance data signalling message to be sent in advance with a structured priority corresponding to support measurements associated with different positioning fixes. In the case of UE-based positioning, the UE may indicate the priority of the assistance data to be received using the LPP RequestAssistanceData message and allows for faster computation of the first fix of the location estimate. 
Therefore, prioritized DL-PRS assistance data enables improved measurement handling and also allows the UE to transmit corresponding measurement reports within the positioning latency budget, especially for UE-assisted positioning methods. The details regarding the priority rules should be closely coordinated with RAN1.
Proposal 4: Support priority indications for multiple (pre-)configured assistance data sets corresponding to multiple position fixes for UE-based and UE-assisted positioning. Send LS to RAN1 for feedback on associated impacts to the physical layer DL-PRS configuration.
1. Latency Reduction Aspects
Response Times
According to the RAN2 latency analysis in [6] for UE assisted DL-TDOA and DL-AoD positioning methods, both LPP RequestLocationInformation and ProvideLocationInformation messages can incur a latency of anywhere between 20-39.5 ms each, which contributes to a significant portion of the total latency. This can contribute approximately 30% of the overall total latency incurred by both request and response messages.
Observation 5: RequestLocationInformation and ProvideLocationInformation messages contribute a combined 30% of the total latency UE assisted DL-TDOA and DL-AoD positioning methods.
Furthermore, in the case of triggered reporting, the higher-layer parameters, responseTime and responseTimeNB contained in the CommonIEsRequestLocationInformation LPP message provided by the LMF have specified response times of 1000 ms - 128000 ms and 1000 ms-512000 ms, respectively [7], which can further compound the delay in receiving the positioning report. This is measured between the receipt of the RequestLocationInformation and transmission of a ProvideLocationInformation (See Figure 2). It can be observed that the current minimum response times do not meet any of the agreed commercial and IIoT end-to-end latency requirements of <100ms and the use of only LPP signalling implies less degree of freedom over how rapid these measurement reports can be provided to the network.



[bookmark: _Ref61434074]Figure 2: Current UE Positioning Response time indication

Observation 6: The existing configured minimum response times of 1000ms, between receipt of the RequestLocationInformation and transmission of a ProvideLocationInformation (measurement report, location estimate) do not fall within the target 100ms end-to-end latency requirements and can be further optimized.
Additionally, finer time granular values can be introduced for the response time in order to meet the end-to-end latency requirements < 100ms. However, this depends on a number of factors that should be considered such as the request and configuration of the measurement gap as well UE capabilities (to be consulted with RAN1). Table 3 shows the summary of the overall latency analysis of the key procedures between the receipt of RequestLocationInformation and transmission of a ProvideLocationInformation messages as evaluated in [3] for DL-based positioning methods.
[bookmark: _Ref71216979]Table 3: Key procedures that influence Response Times to LMF [3][6]
	LPP Procedure
	Lower Value Range (ms)
	Upper Value Range (ms)

	LPP Request Location Information
	23
	39.5

	RRC Location Measurement Indication
	5
	8.5

	RRC Measurement Gap configuration
	13
	13.5

	DL PRS measurement [6]
	72.5
	88.5

	LPP Provide Location Information
	20
	39.5

	Total
	133.5
	189.5



Based on the Rel-16 solutions, it will be challenging to reduce the response times to < 100ms. However, it seems feasible that the response time can be reduced into the ms range, which can provide for ms response times, e.g. at least a value range between 400ms -1000ms, in steps of 100ms. 
Proposal 5: Introduce additional finer time granular values for the responseTime IE. FFS the values to be supported and consultation with RAN1 may be necessary based on feasibility of aspects related to UE capability, measurement processing times, etc.
Prioritization of measurements and reports
Based on the previous RAN2#113-bis-e summary proposal [2] on prioritization of measurements, the following was noted in the RAN2#113-bis-e AI summary document:
	Rapporteur's comments:
(a) Calculation of CCSF appear to be an RAN4/RAN1 issue. 
(b) Priority of data transmission and other RS over PRS appear to be a RAN1 issue.
(c)	Priority of measurements/location reports is unclear, given that an LMF requests location information for a specific positioning method or methods which finally allows the calculation of a UE location. If an LMF decides to request e.g., DL-AoD and DL-TDOA location information to fulfil the location request from an client, why should these methods have different priority for the UE, and how would this reduce latency?
Proposal for Discussion:
Proposal 5:	With regard to prioritization of location measurements and reports, interesting companies are 		encouraged to provide a more detailed end-to-end solution description of the proposed 			procedures/methods/solutions, which should also allow an evaluation of the latency benefits and 		complexity, etc.



The key motivation for the prioritization of the positioning measurements and reports is to reduce the delay of obtaining the first positioning fix (TTFF) as much as possible with respect to subsequent positioning fixes. This method has to be coordinated with the gNB for the following reasons:
· In order to provide the desired UL (PUSCH) resources for the optimized UE transmission of the positioning report at the correct time instant corresponding to the prioritized measurement report. 
· In the case of RRC_INACTIVE positioning, the UE can be configured to transmit the prioritized measurement report in either: (i) RRC_INACTIVE state based on the priority of the measurements or transition to RRC_CONNECTED state which would again depend on the priority of the measurements (subject to the SDT transmission rules).
Essentially, the prioritized measurements and reporting can enable more aggressive scheduling of uplink resources needed to transmit the low latency positioning reports. Furthermore, the LCS Client accuracy requirements are dynamic, in that the accuracy and latency location estimate can be refined over multiple fixes. The prioritization of the positioning measurements and subsequent reporting can assist in optimizing the TTFF (first fix latency) irrespective of whether it is a low or high in accuracy.
Observation 7: Priority indications for measurements and reporting enable more aggressive scheduling of low latency positioning reports for computing the first location estimate fix.
In order to overcome this issue in the case of UE-assisted methods, the LMF may configure priority rules associated to the configured measurements, which will indicate if separate low latency positioning reports can be transmitted to the LMF with an optional response time much lower than the existing configuration.
Figure 3 shows an illustrative use case of how the priority indications can benefit low latency measurement and reporting. For an example, P1 denotes the highest priority measurements (low in latency and low in accuracy due to E-CID), P2 will incur more latency due to DL-AOD and DL-TDOA measurements (requires a measurement gap) while P3 denotes the lowest priority measurement based on a RAT-independent measurement. The response time associated with each priority can also be configured according to the latency and accuracy requirements. Additionally, more than one positioning method can share a priority indication for measurement and reporting.
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[bookmark: _Ref71540810]Figure 3: Illustrative example of proposed prioritized measurement and reporting signalling scheme
These priority rules will essentially provide an indication to the UE that once a set of measurements are ready for reporting within a response time, a ProvideLocationInformation message associated to measurements with a certain priority can be reported immediately by the UE without waiting for all the configured measurements to be completed as in the case, which can reduce the TTFF. The details on how to apply the priority rules, e.g. positioning latency budget including response times, positioning technique can be FFS. Each prioritized measurement to be reported can be optionally configured with an expected response time.
Proposal 6: RAN2 considers the support and configuration of priority rules associated to configured measurements and associated reports. FFS on how to indicate the measurement priority and optionally associated response times.
CG transmissions for Location measurement Reports
Based on the previous RAN2#113-bis-e AI summary proposal on CG UL positioning report [2], the following was noted:
	Rapporteur's comments:
(a)	It seems at least one additional NRPPa procedure is required for the proposals to work, and therefore, potential latency gains are unclear. 
(b) Some discussion also mentions LPP periodic reporting. However, periodic LPP reporting is not supported in the core network (e.g., TS 23.273).
(c)	The proposals seem to focus on LPP Provide Location Information only, and do not consider additional LPP messages which may be needed during an LPP session (e.g., LPP Acknowledgement,  LPP Request Assistance Data, LPP Provide Capabilities).
Proposal for Discussion:
Proposal 7:	With regard to configured UL grant for location reports, interesting companies are encouraged to 			provide a more detailed end-to-end solution description of the proposed procedures, which should also 		allow an evaluation of the latency benefits and complexity, etc.



The CG-based transmission for positioning measurement reporting is motivated based on the idea to aggressively schedule the positioning measurement reports on the UL. This requires alignment between the LMF periodicities and gNB CG periodicities, which can be exchanged over the NRPPa interface.
Additionally, periodic location reporting to the LMF by the UE is supported according to TS 23.273 based on the following extract:
	[TS 23.273]
4.3.5 UE
…
Additional functions which may be supported by a UE to support location services include the following.
-	Support location requests received from a network for 5GC-MT-LR, 5GC-NI-LR or a deferred 5GC-MT-LR for periodic or triggered location.
-	Support location requests to a network for a 5GC-MO-LR.
-	Support privacy notification and verification for a 5GC-MT-LR or deferred 5GC-MT-LR for periodic or triggered location.
-	Send updated privacy requirements to a serving AMF (for transfer to a UDR via UDM).
-	Support periodic or triggered location reporting to an LMF.
-	Support change of a serving LMF for periodic or triggered location reporting.
-	Support cancelation of periodic or triggered location reporting.
-	Support multiple simultaneous location sessions.
-	Support the reception of unciphered and/or ciphered assistance data broadcast by NG-RAN.
     -     Support the reception of ciphering keys for the assistance data from the AMF



A key motivation for this feature is to increase time granularity in the current reportingInterval IE for periodical reporting, which currently supports periodic intervals of 1, 2, 4, 8, 10, 16, 20, 32, and 64 seconds [7], which is comparatively much more in duration when considering the ms periodical granularities offered by Type 1 and 2 UL CGs. The gNB and LMF would need to align on these periodicities for reporting. Furthermore, the benefits are more apparent for the LPP ProvideLocationInformation message but could also be equally applicable for the transmission of other LPP messages
Observation 8: Although CG-based solution is intended for ProvideLocationInformation messages, it can be equally applicable to other UL LPP messages. 
In addition, the SDT CG-based solution for transmitting the location measurement or estimate will also be discussed in the context of RRC_INACTIVE positioning. Similarly, there is room for potential enhancement in allowing the LMF configured reporting interval to be more closely aligned with the gNB configured CG-based periodicities for reduced latency reporting. The potential specification impacts may include RAN3 work due to the signalling exchange of periodicity alignment between LMF and gNB.
Observation 9: The impact of CG-based measurement reporting will also be tackled during the RRC_INACTIVE positioning discussion.
Therefore, based on the discussion thus far, we prefer to address the CG-based solution for measurement reporting, irrespective of the UE state of operation.  One of the key differences between the CG-based solution in RRC_INACTIVE and RRC_CONNECTED is that the required data volume threshold in RRC_INACTIVE state (catering to small data transmissions) is less than that of the RRC_CONNECTED state. 
Proposal 7: Support CG-based solution for reporting the positioning measurements or location estimate in RRC_CONNECTED state. CG solution is assumed to be supported for RRC_INACTIVE states based on SDT framework. RAN3 input may be required for associated impacts.
Another issue is related to granularity of the reporting interval related to periodical reports provide by the UE to the LMF. In order to overcome this issue based on the current architecture, it is recommended that finer time granularities are introduced for both reportingAmount and reportingInterval IEs, which are part of the periodicalReporting configuration in LPP [7]. 
Proposal 8: Introduce additional finer time granular values for the reportingAmount and reportingInterval IEs corresponding to a periodical reporting configuration. FFS the values to be supported to align with CG-based solution.
Conclusions
This contribution has noted the following observations in the context of latency reduction for Rel-17 positioning:
Observation 1: Majority of Rel-16 RAT-dependent positioning techniques exceed the Rel-17 target end-to-end latency requirements.
Observation 2: There is a distinction between the Scheduled time (Tscheduled) and the expected location time (T) in which the LCS Client/AF/UE is anticipating the location estimate.
Observation 3: Splitting the scheduled time offers enhanced control and predictability of the final location estimate.
Observation 4: Dynamic changes in configuration and assistance data could be invalidated due to dynamic changes in the radio and resource allocation procedures.
Observation 5: RequestLocationInformation and ProvideLocationInformation messages contribute a combined 30% of the total latency UE assisted DL-TDOA and DL-AoD positioning methods.
Observation 6: The existing configured minimum response times of 1000ms between receipt of the RequestLocationInformation and transmission of a ProvideLocationInformation (measurement report, location estimate) do not fall within the target 100ms end-to-end latency requirements and can be further optimized.
Observation 7: Priority indications for measurements and reporting enable more aggressive scheduling of low latency positioning reports for computing the first fix of the location estimate.
Observation 8: Although CG-based solution is intended for ProvideLocationInformation messages, it can be equally applicable to other UL LPP messages. 
Observation 9: The impact of CG-based measurement reporting will also be tackled during the RRC_INACTIVE positioning discussion.
As a result, the following proposals are summarized as follows:
Location scheduling in advance
Proposal 1: RAN2 to clarify the definitions of “scheduled location time” and “expected location time” from RAN perspective, where:
· Scheduled location time, Tscheduled: Duration between transmitting LCS request message from LCS Client/AF/UE(internal LCS client) to LMF and receipt of LPP RequestLocationInformation message at UE.
· Expected location time, T: Duration between transmitting LCS request message from LCS Client/AF/UE(internal LCS Client) and receipt of LCS response message at  external/internal LCS Client or AF.
Proposal 2: RAN2 to consider splitting the scheduled time into two parts for better predictability and control and easier tracking from the RAN side:
· The LMF configuring/indicating the response time between receipt of RequestCapability and ProvideCapabilites messages.
· The LMF configuring/indicating the time between receiving the (pre-)configured assistance data (e.g. via posSIB/ProvideAssistanceData message) and receiving the RequestLocationInformation message
Proposal 3: Existing procedures can be utilised to provide the (pre-)configured assistance data to support obtaining the location estimate in advance.
Proposal 4: Support priority indications for multiple (pre-)configured assistance data sets corresponding to multiple position fixes for UE-based and UE-assisted positioning. Send LS to RAN1 for feedback on associated impacts to the physical layer DL-PRS configuration.
LPP Response Time
Proposal 5: Introduce additional finer time granular values for the responseTime IE. FFS the values to be supported and consultation with RAN1 may be necessary based on feasibility of aspects related to UE capability, measurement processing times, etc.
Prioritization of Measurements and Reports
Proposal 6: RAN2 considers the support and configuration of priority rules associated to configured measurements and associated reports. FFS on how to indicate the measurement priority and optionally associated response time.
CG transmissions for location measurement/estimate 
Proposal 7: Support CG-based solution for reporting the positioning measurements or location estimate in RRC_CONNECTED state. CG solution is assumed to be supported for RRC_INACTIVE states based on SDT framework. RAN3 input may be required for associated impacts.
Proposal 8: Introduce additional finer time granular values for the reportingAmount and reportingInterval IEs corresponding to a periodical reporting configuration. FFS the values to be supported to align with CG-based solution.
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