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1. Introduction
In RAN2#113bis-e meeting, the following agreements were made based on the discussion on MBS session activation: · Support group notification for multicast for MBS supporting nodes
· For delivery mode 1 UE is not expected to monitor Group notification channel in RRC_CONNECTED 
· It is FFS whether RAN2 needs to handle PRACH capacity issues due to group notifications 
· Use same group notification identity for both RRC_IDLE and RRC_INACTIVE states
For the reply LS
· For non-supporting nodes, using MBS session ID will not work as it would impact non-MBS nodes. Unicast paging would work.
· For supporting nodes, using MBS session ID is feasible. 
· Short Post email discussion for LS reply. 

In this paper, we will further discuss the support of group notification.
2. Discussion
As agreed in the last meeting, group notification for multicast for MBS supporting nodes will be supported (e.g. paging). Compared with regular unicast paging, group notification is expected to improve signalling efficiency, especially that a very large number of UEs can be paged at the same time in an area where the MBS service is provided. Since the MBS supporting nodes are aware of the MBS session ID (e.g. TMGI) of a multicast session, including MBS session ID in paging message is quite straightforward to address a group of UEs instead of a single UE. 
Proposal 1: Include MBS session ID in the group notification for multicast for MBS supporting nodes.
To support group notification, three possible options for notification monitoring can be investigated:
Option 1: Dedicated POs for group notification
Extra POs, in addition to the POs used for legacy paging, can be configured for group notification in this option. All the UEs in RRC_INACTIVE/IDLE which joined a deactivated MBS session need to monitor these POs for group notification in addition to the POs for the legacy paging. Also, an MBS specific DRX needs to be introduced for group PO monitoring. In this option, only one PO/Paging message is needed in each DRX cycle for group notification. However the UE needs to monitor two POs: one for legacy paging and another one for group notification. This would increase the power consumption for the UEs which joined an MBS group. 
Besides, a high number of UEs might be invoked in the same PO, which is followed by many simultaneous RACH procedures for these UEs in the next RACH occasion. As a consequence, it might cause RACH collision much worse than with legacy paging where maximum 32 UEs can be invoked in the same PO.
Option 2: Common/shared POs for group notification and legacy paging for a UE
In this option, group notification is sent on all the POs for each UE in the concerned group and the UE is not required to monitor extra POs for group notification. Considering that all MBS UEs belonging to the same multicast group and monitoring the same PO can be addressed by one MBS session ID, this option could reduce the paging message size compared to legacy paging. As a result, it may also further reduce the number of paging messages considering maximum 32 UE IDs can be included in one paging message. 
In this option, the problem for RACH congestion is less significant than in option 1, given that the UEs in a group are distributed in different POs and usually the number of UEs mapped to a single PO is not that significant.
Option 3: NR MCCH for group notification
Instead of using PO for group notification, the NR MCCH developed for delivery mode 2 is reused in this option, e.g. MCCH change notification and MCCH message can be used to notify the session activation for UEs which joined multicast services. 
[bookmark: _GoBack]Since delivery mode 2 is developed for low QoS services, the MCCH modification period might be quite long (for example several seconds) to save the UE power to monitor MCCH. As a consequence, this would cause a relatively large latency to service start/activation. For multicast service deployed by delivery mode 1, usually the required QoS is relatively high and the latency for MCCH update might not be suitable for such services. It could be argued that MCCH notification period could be configured to lower values in order to meet the requirements of services requiring lower notification latency. However, this would have an adverse impact on the power consumption of other UEs monitoring MCCH notification channel, not interested in multicast services. In addition, for UE/Network which only support multicast/ delivery mode 1, it is not desirable to support extra MCCH function only for MBS activation monitoring. To avoid such impacts and increasing UE/network complexity, we think option 3 should be excluded.
Proposal 2: MCCH change notification shall not be used for group notification for multicast services.
In the table below, the comparison among option 1 and option 2 is provided (the higher the number of “*” the better the approach is for a given aspect):
Table 1 comparison for different options  
	
	Paging signalling reduction gain
	UE power saving
	RACH congestion issue
	Latency
	Specification impacts

	Legacy per UE paging
	*  Baseline
	** Baseline
	*** Baseline
	***  Baseline
	*** No impact

	Group notification Option 1
	*** Significant 
	* Increased due to additional PO monitoring
	* all UE in one group would be invoked in the same PO 
	**  MBS specific DRX cycle 
	* Requires introduction of a new separate PO/DRX configuration and new MBS PO determination formula

	Group notification Option 2
	** Large
	** Same as baseline
	** the UE would be scattered to different POs and thus the RACH can be mitigated comparing with option1
	***  Same as baseline
	** CN needs to include the UE list in Group notification for the gNB to calculate POs for group paging



It can be seen that option 2 can harvest the signalling gains without increasing the UE power consumption. Even though option 1 could further reduce signalling compared to option 2, it is done at the cost of increasing the UE power consumption, RACH congestion and specification complexity. 
To compare signalling overhead reduction gains for option 1 and option 2, we can assume the following evaluation assumption:
Table 2 Evaluation assumption parameters    
	N_user_per_PO
	average number of user per PO to be paged for unicast services

	N_PO-per-DRX
	Number of POs per DRX cycle, = N * Ns
N: number of total paging frames in a T(assume T is Default DRX Cycle for simplicity)
Ns: number of paging occasions for a PF as defined in TS 38304

	N-user-per-Group-per TA
	Average number of users per MBS service in a tracking area, assuming paging in one TA in the evaluation for simplicity. 

	L-MBS-Session-ID
	length of MBS Session ID in bits



The required paging payload size in the DRX cycle where service is activated would be:
For unicast paging: 
【N_user_per_PO*48 + N-user-per-Group-per TA/ N_PO-per-DRX * 48】* N_PO-per-DRX
For Option 1:  N_user_per_PO*48* N_PO-per-DRX + L-MBS-Session-ID
For Option 2:  (N_user_per_PO*48 + L-MBS-Session-ID) * N_PO-per-DRX
In the following table, the detailed gain can be given based on different configuration setting assumption:
Table 3 Evaluated signalling overhead reduction gains 
	Configurations  settings
	Required paging payload and gains 

	
	N_user_per_PO
	N_PO-per-DRX
	N-user-per-Group-per TA
	L-MBS-Session-ID
	legacy paging
	option1
	option2
	gain for option1
	gain for option2

	Low load
	2
	64
	

1000

	

64

	54144
	6208
	10240
	88.53%
	81.09%

	Mid load
	10
	64
	
	
	78720
	30784
	34816
	60.89%
	55.77%

	High load
	20
	128
	
	
	170880
	122944
	131072
	28.05%
	23.30%

	Highest load
	32
	128
	
	
	244608
	196672
	204800
	19.60%
	16.27%



Based on the results, the following observation can be easily drawn:
Observation 1: The gains for group paging are significant for both option 1 and option 2.
Observation 2: The additional gains for option 1 on top of option 2 are small in all scenarios of different paging load.
Considering the side effects for option 1 (increased UE power consumption, more significant RACH congestion issue and higher specification complexity), it is rather clear that the additional gains in terms of signalling overhead reduction are not sufficient to counterbalance the drawbacks of this approach. 
Observation 3: Group notification mechanism where MBS session ID is sent on the legacy POs of each UE in the MBS group can reduce the signalling overhead of paging without increasing UE’s power consumption and avoiding RACH congestion issue at the same time. 
Based on the observations, we suggest to adopt option 2 as a baseline for group paging in MBS supporting NG-RAN node, wherein group notifications are sent on the POs for legacy paging, and the UE only monitors its regular POs, i.e. the same POs as in Rel-15/16.
[bookmark: _Ref60914663]Proposal 3: As a baseline for group paging in MBS supporting NG-RAN node, group notifications are sent on the POs for legacy paging, and the UE only monitors its regular/unicast POs.
3. Conclusion
Based on the above discussion, we have the following observations and proposals: 
Observation 1: The gains for group paging are significant for both option 1 and option 2.
Observation 2: The additional gains for option 1 on top of option 2 are small in all scenarios of different paging load.
Observation 3: Group notification mechanism where MBS session ID is sent on the legacy POs of each UE in the MBS group can reduce the signalling overhead of paging without increasing UE’s power consumption and avoiding RACH congestion issue at the same time. 
Proposal 1: Include MBS session ID in the group notification for multicast for MBS supporting nodes.
Proposal 2: MCCH change notification shall not be used for group notification for multicast services.
Proposal 3: As a baseline for group paging in MBS supporting NG-RAN node, group notifications are sent on the POs for legacy paging, and the UE only monitors its regular/unicast POs.
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