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1	Introduction
To develop slice-specific RACH operations, RAN2#113bis agreed the following:
RAN2 aims to support both RO partition and preambles partition.
scalingFactorBI and powerRampingStepHighPriority can be configured at least in SIB (FFS for dedicated RRC signalling).
Network can configure slices with 4-step or 2-step (or both) RA resources.
Legacy 2-step RA fallback mechanism is supported. 
RAN2 will prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. And CONNECTED mode is down prioritized and can be considered if time allows. 
Slice specific RACH (including RACH isolation and RACH prioritization) is only applied for CBRA but not for CFRA.
To ensure the backward compatibility, it is RAN2’s common understanding that common RACH resource should be configured in initial BWP if the slice specific RACH resource is configured in initial BWP.
RAN2 confirms that the issue of prioritization parameter collision with MPS/MCS need to be resolved. There is UE based solution (option 1, fixed rule) or network based solution (option 2, configurable rule) or both. Discussion on pros and cons can be left to next meeting.
In this contribution we further elaborate possible realizations of a slice-based RACH configurations and its handling.
2	Discussion
2.1	RA prioritization configuration 
[bookmark: _Hlk53512242]Currently, a UE supporting and requesting certain slice does not distinguish different RACH configurations for different slices, since Random Access procedure and gNB configurations for it are slice agnostic. The UE can determine how it can access the cell, upon acquiring Common RACH configuration or later on (if it is not an initial access) upon reception of dedicated RACH configuration. 
Slice-specific RA prioritization will adopt a baseline for RA-prioritization in Rel-16. The users that do support RA-prioritization in Rel-16 (e.g. MPS and MCS) can read and apply the configuration for prioritized random access, based on Access Identity determination:
RACH-ConfigCommon ::=               SEQUENCE {
--unrelated parts omitted
    ra-PrioritizationForAccessIdentity-r16  SEQUENCE {
        ra-Prioritization-r16                   RA-Prioritization,
        ra-PrioritizationForAI-r16              BIT STRING (SIZE (2))
    }                                                                                                     
}
The distinction of the prioritized RACH parameters from other common RACH parameters is given by Access Stratum, however it remains in consistency with access attempts categorization in NAS, according to the Unified Access Control (UAC). 
Observation 1: The distinction of the prioritized RACH parameters from other common RACH parameters is based on UAC.
UAC differentiates 32 Access Categories values that are reserved for operator use and can be associated with slice identifiers S-NSSAIs (see TS24.501, subclause 4.5.3). Based on the Operator-defined set of Access Categories (ODAC), the UE can determine whether an access attempt for a given slice is authorized based on the broadcasted barring information. Once the barring check succeeds (in case needed), the UE initiates random access procedure. 
Observation 2: Access Category associated with the intended slice(s) is known to the AS layer in the UE before initiating Random Access.
RAN2#113bis agreed that Rel-17 RRC will be enhanced to enable slice-specific RA prioritization but left it open how the RACH-specific configuration will be realized. I.e., it has been agreed that: “scalingFactorBI and powerRampingStepHighPriority can be configured” for slices “at least in SIB”. The granularity of the configuration, as well as association to a slice remains unclear. Hence, there are two open points related to that:
1. Configuration association to slice id, and
2. Granularity of the configuration.
RA configuration association with slice id requires UE’s two protocol layers interaction (AS and NAS). In the light of UAC, NAS-AS interaction on categorizing any access attempt is well settled. When a UE detects an access attempt (e.g. MO call) and corresponding Random-Access procedure is initiated for an Operator-Defined Access Category (i.e. Access Category from 32-63), the categorization for slice-specific access attempt can be already easily achieved. Slice id is known to the NAS, NAS maps the slice id to Access Category that can be delivered to RRC. Thus, one straightforward realization of the RRC configuration with slice association could be based on Operator-Defined Access Categories. 
Proposal 1: The gNB provides a slice prioritization by means of scalingFactorBI and powerRampingStepHighPriority configured per one or more slices identified by Operator Defined Access Categories.
When it comes to granularity of the configuration, possible options are that RA-prioritization is provided per one slice or group of slices. It is worth noting, the grouping of slices for RA prioritization does not have to be dependent on slice grouping considered for cell reselection purposes.
Proposal 2: Slice grouping for RA prioritization can be independent from slice grouping used for cell reselection, 
In case, the slice-specific RA prioritization would reuse UAC parameters the grouping can be easily achieved with no additional requirements on RRC procedures or NAS-AS information exchange. Any set of Access Categories made available to AS at the connection attempt (associated to slices and >1) can be considered as a group of slices. Hence, RA prioritization per slice group may be implicitly given by RA-prioritization configured per more than one Operator-Defined Access Categories. This means, the granularity of the configuration given per Access Category, but repeated (i.e. provided as a SEQUENCE), would serve the purpose.
Proposal 3: A grouping of slices for RACH prioritization should be based on available (group of) slices from NAS.
Proposal 4: Group of slices is realized by a list of Operator-Defined Access Categories.
2.2	Slice determination for RRC_INACTIVE
RAN2#113bis agreed to prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. The UE executes Random-Access procedure for any transition from RRC_INACTIVE. While NAS is responsible for delivery of slice id for any transition from RRC_IDLE, it is not for transition from RRC_INACTIVE. In particular, when the Random Access procedure is triggered from RRC_INACTIVE due to RNA update, the UE NAS layer does not deliver any Access Category (nor S-NSSAI list as in case of RRC IDLE).  
While the Access Category for RNA Update is RRC-triggered it does not reflect association to a slice. Assignment of slice id for RA-prioritization use is out of RRC control. Since slice delivery of mapping to Access Category is NAS dependent on NAS layer, we propose to develop RRC possibilities (e.g. based on available slice association from RRC_IDLE) and send an LS to CT1.  
Proposal 5: Slice id   for RRC INACTIVE for random access prioritization may be provided by NAS in advance.  
The solution should take into account that information provided by NAS for RACH prioritization, will be used by the UE’s RRC to match with RA-related configuration. The options for provisioning of slice information associated with RRC_INACTIVE, can be dived into:
· use slice info provided by NAS (from) before RNA Update 
· use of slice info based on RRC request to NAS (for delivery of slice info for RNA Update)

The information will be confronted with RA configuration, while the configuration will be passed from gNB by System Information.  Thus, in addition the format of the provided information will matter in terms of signaling and procedural impacts. For instance,  reserved set of ODACs may be considered as a reasonable baseline for not exceeding System Information signalling capabilities, as ODAC is a limited set of ids to process.
Proposal 6: Send LS to CT1 on feasibility to provide slice id (e.g. by Operator-Defined Access Category) for RRC INACTIVE by NAS in advance.
2.3	Simultaneous configuration  
Based on Rel-16 network configuration, MPS/MCS users can already apply RA prioritization. RAN2 confirmed that the issue of prioritization parameter collision with MPS/MCS need to be resolved. There have been two solutions considered in R2-2104322: UE based solution (option 1, fixed rule) or network based solution (option 2, configurable rule) or both:

[bookmark: _Hlk69669491]Option 1: It should be clearly specified in the specification.
Option 1a: slice specific RA prioritization parameter should override MPS/MCS specific RA prioritization parameter. 
Option 1b: MPS/MCS specific RA prioritization parameter should override slice specific RA prioritization parameter. 
Option 1c: UE select the most beneficial parameters: max{powerRampingStepHighPriority for MPS/MCS, powerRampingStepHighPriority for  slice} and min{scalingFactorBI for MPS/MCS, scalingFactorBI for slice }
Option 2: It should be configurable by network.
While Option 1 considered UE-based rule to act on simultaneous configuration, it may risk the network control over the two types of access. Furthermore, MCS/MPS users can be prioritized based on Access Identity, which  may be not conflicting with any slice specific configuration. Access Identity as more static categorization of access attempt (than slice) will not be overlapping with priorities set for slices.  Hence, in our understanding is that it can be under NW control to prioritize one or the other type of access. This will be possible with barring configuration setup set properly. The configurations can be set by the gNB independently. Given that the gNB can change System Information and set RA-prioritization selectively and independently, we believe no special prioritization rule on the UE side is needed. Option 2 gives network control for prioritization of MPS/MCS users and slice specific access.
Proposal 7: gNB handles proper RA prioritization for MCS/MPS and slice-specific users. 
3	Conclusion
In this contribution we have made the following observations and proposals:
Proposal 1: The gNB provides a slice prioritization by means of scalingFactorBI and powerRampingStepHighPriority configured per one or more slices identified by Operator Defined Access Categories.
Proposal 2: Slice grouping for RA prioritization can be independent from slice grouping used for cell reselection.
Proposal 3: A grouping of slices for RACH prioritization should be based on available (group of) slices from NAS.
Proposal 4: Group of slices is realized by a list of Operator-Defined Access Categories.
Proposal 5: Slice id for RRC INACTIVE for random access prioritization may be provided by NAS in advance.  
Proposal 6: Send LS to CT1 on feasibility to provide slice id (e.g. by Operator-Defined Access Category) for RRC INACTIVE by NAS in advance.
Proposal 7: gNB handles proper RA prioritization for MCS/MPS and slice-specific users. 


