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1 Introduction
At RAN2#112e the topic of topology adaptation enhancements for IAB was discussed, and the following agreements reached [1]:
	Consider enhancements to topology adaptation that improve: 
Robustness, e.g., to rapid shadowing, 
service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 
reduction in signaling load.
RAN2 to discuss enhancements to RLF indication/handling with the focus on the reduction of service interruption after BH RLF.
CHO and potential IAB-specific enhancements of CHO is on the table. 
DAPS and potential IAB-specific enhancements of DAPS is not precluded for now (but as there is no PDCP it is not clear how to support DAPS). 
For message bundling, RAN2 at least wait for more progress to be made in RAN3 on topology adaptation procedures.
RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.



Following RAN2#112e RAN2 conducted an e-mail discussion [2] on “Topology Adaptation” to further progress the topic, find an agreeable mapping of candidate solutions to issues that had been identified/agreed, and analyze the candidate solutions. The conclusions of the e-mail discussion were further discussed at RAN2#113e, and the following additional agreements were reached [3]:
RAN2 to discuss CHO and start with intra-donor CHO until RAN3 has made progress on inter-donor IAB-node migration.
R2 confirm the intention Rel-16 CHO is / can be used for IAB-MT (FFS whether any modification is needed). 
R2 assumes that Rel-16 specification is the baseline for the configuration of default route, IP address(es) and target path for intra-donor CHO.
RAN2 to support type-2/3 RLF indication (FFS specified behavior(s) TS impact, FFS details).
Type-2 RLF indication may be used to trigger local rerouting 
Type-2 RLF indication may be used to trigger deactivation of IAB-supported in SIB 
Type-2 RLF indication may be used to trigger deactivation or reduction of SR and/or BSR transmissions 
Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
RAN2 considers inter-donor-DU local rerouting to be in scope

In addition, post RAN2#113e had two e-mail discussions related to topology adaptation [4] and [5]. 
In this paper we elaborate on several of the issues related to enhanced IAB topology adaptation and further explore how these enhancements might impact RAN2’s work.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
DAPS-like IAB node migration
In [6] RAN3 informed RAN2 that they had discussed baseline procedures for inter-donor topology adaptation, including NRDC and a DAPS-like solution. RAN3 also stated that assume that a DAPS-like solution for backhauling should be defined by RAN2, and they invite RAN2 to discuss the use case, functionality and protocol stack of a DAPS-like solution for IAB. As mentioned previously, post RAN2#113e RAN2 conducted e-mail discussion [4] on CHO and DAPS for IAB.
DAPS handover was introduced in Rel. 16 as a mechanism to achieve 0 msec. handover interruption. TS 38.300 [7] describes DAPS HO as follows:
In case of DAPS handover, the UE continues the downlink user data reception from the source gNB until releasing the source cell and continues the uplink user data transmission to the source gNB until successful random access procedure to the target gNB.
Only source and target PCell are used during DAPS handover. CA, DC, SUL, multi-TRP, NR sidelink configurations and V2X sidelink configurations are released by the source gNB before the handover command is sent to the UE and are not configured by the target gNB until the DAPS handover has completed (i.e. at source cell release).
The handover mechanism triggered by RRC requires the UE at least to reset the MAC entity and re-establish RLC, except for DAPS handover, where upon reception of the handover command, the UE:
-	Creates a MAC entity for target;
-	Establishes the RLC entity and an associated DTCH logical channel for target for each DRB configured with DAPS;
[bookmark: _Hlk22837273]-	For each DRB configured with DAPS, reconfigures the PDCP entity with separate security and ROHC functions for source and target and associates them with the RLC entities configured by source and target respectively;
-	Retains the rest of the source configurations until release of the source.

[bookmark: _Hlk68213479]Clearly DAPS handover has significant limitations. However, these limitations were agreed after lengthy technical discussions in Rel. 16 and deemed both necessary in order to limit the complexity of DAPS, as well as being acceptable for the limited scope of achieving 0 msec handover interruption. It is not within the scope of the eIAB WI to redefine DAPS handover, nor find solutions to address its limitations. If a DAPS-like solution is adopted for inter donor IAB migration, then RAN2 consider the limitations of Rel. 16 DAPS handover and adopt this as the baseline for any IAB DAPS-like solution.
Proposal 1: Rel. 16 DAPS handover would be the baseline for any DAPS-like solution for inter-donor IAB migration, if adopted in Rel. 17. All of the limitations that apply to Rel. 16 DAPS handover would also apply to a DAPS-like solution for IAB node migration.
Most of the functionality that defines DAP handover is implemented in the PDCP layer. However, there is no PDCP layer associated with BH RLC channels at IAB nodes. We do not think it would be worthwhile for RAN2 to consider changing the BH link protocol stack in order to define a DAPS-like solution, as this would imply very major effort that is certainly not within the scope of the current WI. Also, such an approach would be extremely difficult from the perspective of backwards compatibility with Rel. 16 compliant IAB nodes. Therefore, any DAPS-like solution for IAB should not involve PDCP, nor changes to the BH link protocol stack.
Proposal 2: A DAPS-like solution for inter-donor IAB migration, if adopted in Rel. 17, does not involve changes to the BH link protocol stack (e.g. introduction of PDCP to the BH link).
Section 9.2.3.2.2 of 38.300 [7] provides a detailed description of user plane handling for DAPS. For the downlink, the source gNB allocates PDCP SNs until the SN assignment is handed over to the target gNB. Furthermore, the source gNB schedules downlink data on the source radio link and forwards PDCP SDUs along with the assigned SNs to the target gNB for scheduling. The UE receives downlink data from both source and target gNB until the connection to the source gNB is release by an explicit release command from the target gNB.
Observation 1: Rel. 16 DAPS handover involves the UE receiving downlink data from both source and target gNBs until the source connection is explicitly released via command from the target gNB.
For the uplink, the UE transmits data to the source gNB until the RACH procedure towards the target gNB has been successfully completed. After this point, the UE switches its uplink data transmission to the target gNB. However, during the handover execution time (until the source connection is released) the UE can continue to send uplink layer 1 CSI feedback, HARQ feedback, L2 RLC feedback, ROHC feedback, HARQ retransmissions, and RLC re-transmissions to the source gNB. The UE does not send any new data towards the source gNB after switching its uplink data transmission. This approach was adopted specifically because it limited applicability of DAPS to the 0 msec interruption use case, meant that the handover execution time would be very short. Thus, it was deemed acceptable for the UE to continue to send feedback and retransmissions (but not new data) towards the source gNB during this short execution time, and without a overly complicated process of coordination of uplink scheduling and resource allocation between the source and target gNBs.
Observation 2: During the very short execution time of Rel. 16 DAPS handover the UE transmits new data towards the target gNB, but can continue to provide L1/L2 feedback, HARQ and RLC re-transmissions towards the source gNB without coordination of resource allocations/scheduling between the two gNBs.
As such DAPS can not support sustained transmissions of uplink user plane data towards both source and target gNBs. Similarly, any DAPS-like solution for inter-donor IAB migration would not be able to support sustained upstream transmissions of BH traffic towards both source and target donor IAB nodes. However, it is feasible that a DAPS-like solution can be defined such that the migrating IAB node can receive downstream BH traffic from both source and target donor cells during the migration execution time. Upstream BH traffic would switch from the source to target cell once the MT of the migrating IAB node successfully completes the RACH procedure towards the target cell. Similar to the Rel. 16 DAPS handover procedure, it should be possible for the MT of the migrating IAB node to continue to transmit L1/L2 feedback, HARQ and BH RLC channel re-transmissions towards the source cell during the execution time of the inter-donor migration as long as this execution time is kept very short (e.g. no more than a few tens of msecs.)
Proposal 3: If a DAPS-like solution for inter-donor IAB migration is defined for Rel. 17 it shall be based on the following principles:
· no support for sustained upstream transmissions of BH traffic towards both source and target donor IAB nodes
· the migrating IAB node can receive downstream BH traffic from both source and target donor cells during the migration execution time
· once the MT of the migrating IAB node successfully completes the RACH procedure towards the target cell, the MT switches transmission of new upstream BH packets to the target cell
· the MT of the migrating IAB node can to continue to transmit L1/L2 feedback, HARQ and BH RLC channel re-transmissions towards the source cell during the short migration execution time
Based on the above discussion, it should be clear that a DAPS-like solution for inter-donor IAB migration may be useful for reduction of service interruption during IAB node migration. However, as any DAPS-like solution can not support sustained upstream transmissions towards both source and target donors, it would not be useful for either load balancing, or enhanced topology robustness.
Proposal 4: RAN2 to replay to the RAN3 LS [6] stating that if a DAPS-like solution for inter-donor IAB node migration is adopted for Rel. 17, such a solution could address the reduction of service interruption. It would not address either load balancing or robustness.
Inter-donor redundancy
In [8] RAN3 informed RAN2 of several agreement that have been reached regarding inter-donor topology redundancyin the following two scenarios:
-	Scenario 1: the IAB is multi-connected with 2 Donors. 
-	Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.
RAN3 agreed several points related to BAP routing and bearer mapping between two topologies: 
About BAP routing and bearer mapping between two topologies:
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

As mentioned previously, post RAN2#113e RAN2 conducted e-mail discussion [5] on Inter-donor topology adaptation. One of the main issues that was discussed in [5] was the feasibility and implications of the different options for BAP routing across the two topologies.
Although no conclusion was reached in discussion [5] regarding which of these options to adopt, there were rather strong majorities in favour of pursuing either Option 4 or Option 5. In our view Option 4 and Option 5 share considerable commonality, with the main difference being that with Option 5 routing and bearer re-mapping at the migrating IAB node is done based on the information carried by the BAP SDU’s IP header. Whereas for Option 4 these functionalities depend only on information contained in the BAP header itself and ingress BH RLC channels. As such Option 4 is somewhat simpler than Option 5 from a specification perspective, while Option 5 enables the second donor to exert more flexibility and control over the BH traffic routed via the IAB topology that it controls.
Observation 3: There is considerable commonality between Options 4 and 5. Option 4 is simpler from a specification perspective, while Option 5 enables the second donor to exert more control over the BH traffic routed via the IAB topology that it controls.
In the following we will discuss some details of how Option 4 can be implemented. Extension to Option 5 should be straight forward.   
In option 4, the BAP address, BAP path ID and BH RLC CH IDs have local scope, and hence they can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is rewritten by the boundary node. The boundary node holds a mapping table, which maps the BAP routing ID of the PDU arriving from one topology to the BAP routing ID the PDU has to carry in the other topology. 
Figure 1 adopted from [5] shows how Option 4 is applied to several exemplary use cases. The boundary node has a mapping from UL BAP routing ID = (A3, Px) to UL BAP routing ID = (A1, Py) and DL BAP routing ID (A5, Px) to DL BAP routing ID (A4, Py).
[image: ]

Figure 1: Option 4 – BAP header rewriting based on BAP routing ID [5] 
We assume that in the examples of figure 1, that connectivity of the boundary IAB node to the two donors is based on NRDC, as this is RAN3’s working assumption as the baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB donors [6]. With this in mind, we assume that donor 1 acts as the MN for the MT of the boundary IAB node, while donor 2 acts as the SN. In particular, we make the assumption that donor 1 configures the BAP layer the of the boundary node, which is consistent with DU3 being part of donor 1’s topology (e.g. donor 1 terminates F1-C for DU3).
To initiate the connectivity of the boundary IAB node to the topology of donor 2, MT3 may have reported appropriate measurements of some cell managed by DU2 to donor 1’s CU. The CU or donor 1 would then initiate a modified SN addition procedure towards the CU of donor 2. As part of this procedure donor CU 1 may indicate that MT3 is the MT of a IAB node and provide details of QoS requirements for BH RLC channels that it desires to route to MT3 via the IAB topology of donor CU 2. The details of this procedure are in the scope of RAN3, and therefore we need not speculate here on these details. The key issue from RAN’s perspective is the exchange of information regarding the BAP and BH RLC channel mapping that needs to be configured to the boundary IAB node.
Donor CU 2 configures BH RLC channels at DU2 for MT3, allocates a BAP address (A5) for IAB node 3 within donor 2’s topology, and configures any routing and bearer mappings needed by other nodes within its topology. In particular, donor CU 2 defines upstream (A1, Py) and downstream (A5, Px) routing paths for IAB node 3 within its topology. It provides this information to donor CU 1, along with the IDs of BH RLC channels configured at DU2 for IAB node 3.
Based on the information received from donor CU 2, donor CU 1 updates the configuration of the BAP routing and bearer mapping tables at IAB node 3, using appropriate F1-C procedures. For example, a flag can be placed in the BAP routing table of IAB node 3 to indicate that upstream path (A3, Px) is subject to BAP header rewriting. Similar for downstream path (A5, Px). A separate BAP remapping table provides the mapping of UL BAP routing ID (A3, Px)  (A1, Py) and DL BAP routing ID (A5, Px)  (A4, Py). In addition, BAP is configured with routing and bearer mapping entries for (A1, Py), (A4, Py) and the corresponding bearer mappings for BH RLC channels.
Subsequently, if IAB node 3 receives a packet from topology 1 addressed to (A3, Px) it consults the BAP routing table and recognizes that the BAP header is subject to rewriting (based on the flag in the corresponding routing table entry). IAB node 3 then consults the MAP remapping table, and rewrites the packet header to (A1, Py). BAP then proceeds to perform routing and bearer mapping for this packet based on the new BAP header. A similar methodology would be applied in case a downstream packet addressed to (A5, Px). Note that for this approach to guarantee there is no collision of addresses between the two topologies, it is necessary for the IAB node to keep track of which entries in the BAP routing and bearer mapping tables correspond to each topology. In other words, in the BAP routing table there could be two distinct entries such as (A5, Px, Top 1) and (A5, Px, Top 2).
Observation 4: It is straight forward to implement BAP routing across two topologies without BAP address and path collisions, as long as BAP routing and bearer mapping entries are indexed by the corresponding topology.
Proposal 5: RAN2 should further analyze routing and bearer mapping procedures for Option 4 and Option 5, and down select between these two options.
RLF Indication Procedure Enhancements
Potential enhancements to the RLF indication procedure were extensively discussed during the Rel. 16 WI [10] and also in the post-RAN2#111e e-mail discussion [12]. In general, the proposed approaches to indicating different steps in the RLF/recovery process to descendent IAB nodes can be classified according to table 1:
	 
	Name
	Description

	Type 1
	‎“Plain” notification
	Indication that BH link RLF is detected by the child IAB-node

	Type 2
	Trying to recover‎
	Indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it.‎

	Type 3
	BH link recovered‎
	Indication that the BH link successfully recovers from RLF‎

	Type 4
	Recovery failure‎
	Indication that the BH link RLF recovery failure occurs‎

	Type 4X
	Indicating child nodes to perform RLF procedure‎
	It is implementation when the parent sending this indication, and the child node should perform RLF related ‎procedure when receiving this indication.‎


Table 1: BH link RLF notification types
In RAN2#113e it was agreed to support Type 2 BH RLF indication (Trying to recover) and Type 3 BH RLF indication (BH Link recovered). These are in addition to Type 4 (Recovery Failure) which has already been supported from Rel. 16.
In the post RAN2#112e e-mail discussion on “Topology Adaptation” [2] there was considerable discussion devoted to the potential use of a Type 2 RLF indication to trigger local routing decisions at a descendent IAB node. Although Type Type 2 RLF indications do not seem particularly useful for RLF recovery, triggering local routing seems reasonable as this could help minimize buffering of traffic at the child node, and hence prevent congestion and reduce backhaul latency. Furthermore, if local routing is triggered by the reception of a Type 2 RLF indication, then upon receiving a subsequent Type 3 RLF indication from the same parent IAB node, it seems reasonable that local routing could be cancelled. In addition, in RAN2#113e it was agreed that an IAB node may use the reception of a Type 2 RLF indication to trigger other behaviours, such deactivation of IAB-support in SIB and deactivation or SR and/or BSR transmission. 
One issue that should be considered regarding these new BH RLF indications is backwards compatibility between different IAB nodes. It is entirely possible that an IAB deployment might include IAB nodes based on the Rel. 16 spec as well as IAB nodes implementing enhancements introduced in Rel. 17 or subsequent releases. Thus, it is conceivable that one IAB node might transmit Type2/Type3 RLF indications, but the receiving node would not recognize them. In fact, a node implementing the Rel. 16 spec could simply ignore these indications. Similarly, an IAB node that supports other enhancements introduced in Rel. 17 might choose to follow the Rel. 16 spec and not trigger/cancel local routing based on these indications. Therefore, it seems that the specification does not need to define specific behaviours or actions that an IAB node must execute upon to the reception of Type 2 and Type 3 BH RLF indications from a parent IAB node, rather any such actions can be left to IAB implementation.
Proposal 6: RAN2 will not specify specific actions that an IAB node executes upon to the reception of a Type 2 or a Type 3 BH RLF indications from a parent IAB node. The behaviour of the IAB node is left to implementation.
Additionally, if an IAB node supports the transmission of Type 2/Type 3 RLF indications it seems prudent that the operator should have a means to enable or disable this functionality.
Proposal 7: enabling/disabling the transmission of enhanced RLF indications by an IAB node shall be configurable by the operator.
Enhancements to Local Routing
Another issue that was raised during e-mail discussions [2], [9] is the merits and potential challenges of local routing. A majority of companies participating in these discussions expressed the view that local routing decisions are beneficial for the mitigation of congestion, and for load balancing. In RAN2#113e it was agreed that local routing can be triggered by indication of hop-by-hop flow control.
In [11] we discussed at some length the motivation for enhancing Rel. 17 local routing to address congestion. In fact, as discussed in [12] RLF can be viewed essentially as the limiting case of congestion. And since in Rel. 16 RAN 2 adopted local routing as a mechanism to address RLF, it is logical that local routing could be extended to mitigate congestion in addition to the total failure of the BH link.
As an example, consider the routing paths of Figure 2, adopted from [12]. Here 2 different paths have been defined and configured for routing between IAB donor DU1 and IAB node 4, and 3 paths are defined and configured for routing between IAB donor DU2 and IAB node 4.
Figure 2. Illustration of 5 different routing paths in an IAB networkIAB 1
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Now let’s assume that the throughput of the BH link between IAB node 1 and IAB node 4 is insufficient for IAB node 1 to schedule all of the data corresponding to Path 5. This would manifest itself as congestion and excessive buffering of data at IAB node 1. As discussed in [12] the limiting case would be the complete failure of the BH link between IAB node 1 and IAB node 4. In Rel. 16 we allow IAB node 1 to select another way to forward the data towards IAB node 4, rather than simply letting it accumulate. However, congestion would have essentially the same effect.
Similar to the RLF case, the congestion could be alleviated by IAB node 1 selecting an alternate path to route the accumulating data towards IAB node 4. For example, IAB node 1 could select to route some or all of the accumulating data addressed to IAB node 4 towards IAB node 2, as illustrated in Figure 3. In fact, this is exactly analogous to what how IAB 1 might respond to a RLF.
Figure 3. Alternative routing due to insufficient throughput of BH link IAB 1  IAB 4, IAB 1
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resulting in congestion at IAB node 1

In the context of local routing, we believe that the network should be able to configure the IAB node with appropriate policies, such as how to prioritize egress links for local routing decisions. In [12] we proposed a very flexible way to configure priorities into the IAB node’s routing table. 
Table 2 below provides an example of how flexible routing priorities can be configured to the BAP routing table for IAB node 1. 
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID5>
	Priority 1  IAB node 4, Priority 2  IAB node 2 

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID2>
	Priority 1  IAB node 2, Priority 2  IAB node 4


Table 2. Example of Routing Table entries configured to IAB node 1 
In the example of the table 2 BAP routing ID 1 is mapped to the egress link towards IAB node 4 with highest priority (as illustrated in Figure 2). However, in the event of this link becoming congested, the donor has provided IAB node 1 with the alternative of routing packets with BAP routing ID 1 towards IAB node 2 (as illustrated in Figure 3).
Similarly, the priority for BAP routing ID 2 is be mapped to the egress link towards IAB node 2, but as a second priority IAB node 1 has been configured to route BAP routing ID 2 to the egress link towards IAB node 4 directly. One might question why this direct routing towards IAB node 4 would not always be configured as the highest priority for BAP routing ID 2. After all, this routing traverses only a single hop to get to IAB node 4, whereas the routing via IAB node 2 traverses 2 hops. One possibility for this preference is that the (IAB 1  IAB 2) and (IAB 2  IAB 4) BH links may have higher throughput than the direct (IAB 1  IAB 4) link. For example, this might be because of the physical proximity of the nodes, or possibly due to excessive interference to the (IAB 1  IAB 4) link. As a result, it may be beneficial to route the packets corresponding to best effort UE radio bearers (which are not delay sensitive) from IAB 1 towards IAB 2 and then IAB 4, rather than directly toward IAB 4. On the other hand, for a UE radio bearer that is delay sensitive, but does not require high bandwidth, we might prefer to route along the most direct path.
It should be clear from this example and others (see [12] for further details) that it is beneficial to provide flexibility in the network in how the BAP routing table is configure. Such flexibility serves to enable the benefits of fast routing decisions in response to local conditions (e.g. congestion), while preserving overall control of the network configuration over the local routing policy.
Proposal 8: BAP routing is enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy. 
3 Conclusion
In this paper we briefly discussed several of the issues related to topology adaptation enhancements and explored how these issues might impact RAN2’s work. We have the following observations and proposals:
Observation 1: Rel. 16 DAPS handover involves the UE receiving downlink data from both source and target gNBs until the source connection is explicitly released via command from the target gNB.
Observation 2: During the very short execution time of Rel. 16 DAPS handover the UE transmits new data towards the target gNB, but can continue to provide L1/L2 feedback, HARQ and RLC re-transmissions towards the source gNB without coordination of resource allocations/scheduling between the two gNBs.
Observation 3: There is considerable commonality between Options 4 and 5. Option 4 is simpler from a specification perspective, while Option 5 enables the second donor to exert more control over the BH traffic routed via the IAB topology that it controls.
Observation 4: It is straight forward to implement BAP routing across two topologies without BAP address and path collisions, as long as BAP routing and bearer mapping entries are indexed by the corresponding topology.

Proposal 1: Rel. 16 DAPS handover would be the baseline for any DAPS-like solution for inter-donor IAB migration, if adopted in Rel. 17. All of the limitations that apply to Rel. 16 DAPS handover would also apply to a DAPS-like solution for IAB node migration.
Proposal 2: A DAPS-like solution for inter-donor IAB migration, if adopted in Rel. 17, does not involve changes to the BH link protocol stack (e.g. introduction of PDCP to the BH link).
Proposal 3: If a DAPS-like solution for inter-donor IAB migration is defined for Rel. 17 it shall be based on the following principles:
· no support for sustained upstream transmissions of BH traffic towards both source and target donor IAB nodes
· the migrating IAB node can receive downstream BH traffic from both source and target donor cells during the migration execution time
· once the MT of the migrating IAB node successfully completes the RACH procedure towards the target cell, the MT switches transmission of new upstream BH packets to the target cell
· the MT of the migrating IAB node can to continue to transmit L1/L2 feedback, HARQ and BH RLC channel re-transmissions towards the source cell during the short migration execution time 
Proposal 4: RAN2 to replay to the RAN3 LS [6] stating that if a DAPS-like solution for inter-donor IAB node migration is adopted for Rel. 17, such a solution could address the reduction of service interruption. It would not address either load balancing or robustness.
Proposal 5: RAN2 should further analyze routing and bearer mapping procedures for Option 4 and Option 5, and down select between these two options.
Proposal 6: RAN2 will not specify specific actions that an IAB node executes upon to the reception of a Type 2 or a Type 3 BH RLF indications from a parent IAB node. The behaviour of the IAB node is left to implementation.
Proposal 7: enabling/disabling the transmission of enhanced RLF indications by an IAB node shall be configurable by the operator.
Proposal 8: BAP routing is enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy.
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
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

A4,Py
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Dest on PDU = A3

PathID=Px

Dest on PDU =A1

PathID=Py

A4,Py

A5,Px


