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In RAN2#113e[1], there were the following agreements on intra-CU local rerouting:
	Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.
RAN2 considers inter-donor-DU local rerouting to be in scope


In the LS from RAN3 [2], RAN2 was asked to study the BAP routing scheme in case of inter-donor-DU rerouting: 
	· Issue 2. BAP routing towards the target IAB-donor-DU. This issue mainly focuses on how to enable the re-routed packets being routed to the target IAB-donor-DU, when the destination BAP address in the BAP routing ID of the re-routed packets does not correspond to target IAB-donor-DU. 


In another LS from RAN3 [2], inter-donor topology adaptation progress in RAN3 was concluded, within which there are the following conclusions regarding BAP routing: 
	About BAP routing and bearer mapping between two topologies:
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)


Based on the above inputs, this paper shares our view with respect to BAP routing and rerouting of intra-donor (i.e. intra-CU) and inter-donor (i.e. inter-CU).
2. Discussion
In the following, the intra-donor intra/inter-donor-DU local rerouting is discussed based on the RAN2/RAN3 progress. Afterwards, the inter-donor BAP routing is analyzed based on the input from RAN3.
2.1. Intra-CU rerouting
For intra-CU rerouting, there are two cases, intra-CU intra-donor-DU rerouting and intra-CU inter-donor DU rerouting (see example topology in Figure 1 below):
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Case 1: Intra-CU intra-donor-DU rerouting 
In this case, for both UL local rerouting and DL local rerouting, a rerouted BAP PDU is sent to the same destination following a different BAP path from originally intended BAP path. For instance, in Figure 1a, if triggering local re-routing condition is satisfied, the donor-DU may send a BAP PDU, which is originally configured to be transmitted to IAB3 via the left path, to IAB3 using the right path instead. Similarly, IAB3 can switch the BAP path for a BAP BPU to the donor-DU according to the UL transmission status monitored by the IAB3. 
Case 2: Intra-CU inter-donor DU rerouting
DL local re-routing in this case is not applicable since there is no inter donor-DU interface for data rerouting and a donor-DU has no way to reroute a DL BAP PDU to another donor-DU. For local re-routing in UL, an IAB node can reselect the suitable destination donor-DU and the BAP path based on the local congestion status, received RLF indication or BH RLF detection results. As an example, in Figure 1b, when local re-routing condition is satisfied, e.g, BH RLF recovery failure detect at IAB3, on the intended path (i.e. left path) to donor-DU1, IAB3 can reroute a BAP PDU, which is intended to be transmitted to donor-DU1 via left path, to donor-DU2 using the right path. Donor DU2 then delivers the SDU of the rerouted BAP PDU to the CU. 
Observation 1. For intra-CU intra-donor-DU rerouting in both UL and DL, only the BAP path of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 2. For intra-CU inter-donor DU rerouting in UL, both BAP path and destination BAP address of a BAP PDU should be reselected by the IAB node initiating the rerouting.
In case of congestion, local rerouting can be used to relieve the local congestion or avoid data loss. However, it should be avoided to cause new congestion in the selected backup route due to local rerouting. In order to achieve this, the CU should be able to allow/disallow the local rerouting operation and the triggering conditions of the local routing of an IAB node. 
Proposal 1. For both intra-donor-DU and inter-donor-DU local rerouting, IAB-donor-CU should be able to configure the local rerouting, including: 
a) whether to allow local re-routing by an IAB node;
b) the triggering conditions of local rerouting for an IAB node. 
When a backup route is configured for a data flow, an IAB node can be enabled to use the backup route to transmit a BAP PDU of the data flow when congestion is detected over the intended BAP route. However, new congestion in the selected BAP path for offloading could be triggered due to the offloading. To avoid the congestion caused by offloading in a backup route, the IAB node performing local rerouting should be able to determine how much rerouted data can be offloaded to this backup route. In order to achieve this, the available capacity of the backup route should be aware for the IAB node performing local rerouting. Figure 2 shows an example of capacity utility of a BH link in a backup route. The available capacity of a BH link for offloading is the difference between the total capacity and the used capacity of the BH link, while the available capacity of the selected backup route is determined by the subsequent BH link with the smallest available capacity in this backup route. The offloaded traffic though this backup route should not exceed the available capacity.
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Proposal 2. When triggering local rerouting, the node initiating the rerouting should ensure the rerouted data to a backup BAP route not exceed the available capacity of this backup route.
Proposal 3. RAN2 support monitoring of available capacity of a backup BAP route for rerouting. 
In Rel-16, local rerouting is allowed when BH RLF is detected or BH RLF notification is received in the intended BAP path of a BAP PDU (see sub-clause 5.2.1.1 in [4]). This should be kept in order to avoid packet loss: 
Observation 3. As in Rel-16 IAB, local rerouting by an IAB node in case of BH RLF failure (BH RLF detection or Type2/4 RLF indication) is always allowed by default.
For a rerouted BAP PDU, an intermediate IAB node receiving the IAB node should continue to forward the BAP PDU to next stop IAB node based on the BAP header of the rerouted BAP PDU. Then there is an issue on whether/how the IAB node initiating the rerouting of a BAP PDU modify the BAP header of the BAP PDU to indicate the intended BAP routing ID of the rerouted BAP PDU.
For Case 1 in Figure 1 above, as the destination IAB node has not been changed. The rerouted BAP PDU can be anyway rerouted to the destination IAB node based on the destination address without modifying the BAP header. However, any intermediate IAB node may randomly choose any usable BAP path which can reach the destination IAB node. The selected transmission path of a rerouted BAP PDU can be uncertain and this increases the difficulty for the QoS requirement of rerouted BAP PDU.
Observation 4. For intra-CU intra-donor-DU local rerouting without BAP header rewriting to change the destination address, 
a) An IAB node can find a path to destination IAB node according Rel-16 BAP routing;
b) The experienced path to the destination IAB node of a rerouted BAP PDU can be uncertain;
c) There is ambiguity for the intermediate IAB node to manage the QoS of the rerouted BAP PDU. 
For Case 2 in Figure 1 above, a rerouted UL BAP PDU is intended to be rerouted to a different donor-DU from the original one. An intermediate IAB node must know the new destination IAB node(s) for a rerouted BAP PDU. In such sense, the IAB node initiating the rerouting should at least be allowed to indicate the desired donor-DU for the rerouted BAP PDU according to pre-configurations.
Observation 5. In case of intra-CU inter-donor-DU rerouting, BAP header rewriting of a rerouted BAP PDU BAP is meaningful.
Based on the above discussions, we think uniform solution should be defined for BAP header rewriting of both Case 1 and Case 2.
Proposal 4. BAP header rewriting by the IAB node initiating local rerouting is supported for intra-CU intra/inter-donor DU local rerouting.
In order for QoS control and radio resource allocation, the backup route for local rerouting should be preconfigured for both cases. There are the following two options for BAP header rewriting:
· Option 1: A set of backup BAP routes is configured for the IAB node and the IAB node initiating the rerouting of a BAP PDU selects one of the backup BAP route and replaces the BAP routing ID in the rerouted BAP PDU with the ID of this backup BAP route;
· Option 2: A set of backup BAP routes with a BAP routing group ID is configured for an IAB node and the IAB node initiating the rerouting of a BAP PDU replaces the BAP routing ID in the rerouted BAP PDU with a preconfigured BAP routing group ID, wherein the BAP routing group ID indicates a group of backup BAP paths and/or addresses that can be used in the subsequent transmissions of this BAP PDU by the following intermediate IAB nodes.
For Option 1, any intermediate IAB node receiving a BAP PDU does not know if the BDP PDU is rerouted or not and the intermediate IAB should always prioritize to forward the BAP PDU according to the indicated BAP path in the received BAP PDU. For option 2, any intermediate IAB node receiving a BAP PDU can know if the BAP PDU is rerouted or not through the BAP routing group ID carried in the BAP header, apply scheduling enhancements for rerouted BAP PDU and adapt the BAP routing adaptations within the candidate backup BAP routes belonging to the BAP routing group indicated in the BAP header.
Observation 6. Compared to rewriting the BAP routing ID with one backup BAP routing ID for a BAP PDU to be rerouted, rewriting the BAP routing ID with a backup BAP routing group ID allows subsequent intermediate IAB nodes to adapt scheduling and reselect optimal backup BAP route.
Proposal 5. RAN2 consider to rewrite the BAP header of a BAP PDU to be rerouted with the group ID indicating a group of backup BAP routes for intra-CU intra/inter-donor-DU local rerouting. 
In order for the backward compatibility, the BAP routing group ID format should be compatible with the existing BAP routing ID format in the BAP header. 
Proposal 6. The BAP routing group ID has the same format as BAP routing ID. 
2.2. BAP routing of inter-donor DC
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One example topology for inter-donor redundancy was illustrated in Figure 3, wherein IAB2 is in dual connectivity to MN donor and SN donor. In case of heavy downlink traffic load for MN donor, MN donor may offload traffic data for UE2 to SN donor and SN donor routes the offloaded data to the access IAB node for UE2 (i.e. IAB 6). The whole BAP path for the offloaded data comprises donor-DU2, IAB3, IAB2 in SN donor NW, and IAB2 and IAB6 in MN donor NW, wherein the BH link between IAB2 and IAB3 are the boundary IAB nodes in the BAP path.
Observation 7. For inter-donor offloading, the backup BAP path for comprises IAB nodes belonging to different IAB donor nodes.
From RAN3 LS [3], 4 candidate solutions are listed. Below there are some brief analysis of the four solutions: 
· For Option1, the OAM server handles all configurations, which means all are for implementation without specification impact. 
· Option 3 means that the IAB nodes in MN donor network along the route for inter-CU offload should be configured with a new BAP addresses, and SN donor CU should also aware of the IAB nodes in the downstream of the boundary IAB nodes in the MN donor node. The also means that all the downstream IAB nodes of the boundary IAB nodes should be Rel-17 eIAB nodes in order to enable deployment of inter-donor offloading. 
· For Option 4, respective BAP routing IDs are configured for the two BAP route parts in MN donor node and SN donor node of the inter-CU BA route for offloading, wherein the boundary IAB node is configured to rewrite the BAP routing ID of the UL/DL BAP PDU of the route part in MN/SN donor network with that in SN/MN donor network. For option 4, the downstream IAB nodes of the boundary IAB nodes is not impacted.
· For option 5, the difference to Option 4 is that the boundary IAB node should perform BAP routing ID reselection based on the preconfigured IP address to BAP routing ID mapping configuration for the received BAP PDU for offloading, wherein the IP address to BAP routing ID mapping configuration is configured by MN donor. Similar as Option 4, the downstream IAB nodes of the boundary IAB nodes is not impacted. However, compared to Option 4, the boundary IAB-DU in the MN donor node should inspect the IP address in a BAP PDU and perform IP address to BAP route mapping similarly as its donor-DU.
Both Option 4 and Option 5 only requires the change in the boundary IAB node in the MN donor node and its downstream IAB nodes is not impacted, which means a Rel-16 IAB nodes in the downstream of the boundary IAB node can also benefit from inter-donor offloading.
Proposal 7. The BAP routing across CU networks of the offloaded traffic should be handled by the boundary IAB node controlled by the F1 termination donor of the offloaded traffic.
Proposal 8. For BAP routing across CU networks, only the boundary IAB node can be assigned with a second BAP address by its SN IAB donor.
As it is still assumed that one IAB node can only has single F1 connection, we propose:
Proposal 9. Only the F1 terminated CU of a boundary IAB node for inter-CU offloading can provide BAP routing and BH RLC channel mapping configurations for the boundary IAB node.
Proposal 10. The specification changes of IAB nodes other than boundary IAB nodes and IAB donor for supporting inter-CU offloading should be avoided.
For Option 4 and 5, the downstream IAB nodes of a boundary IAB node can be transparent to the inter-CU offloading procedure. This means that one the boundary IAB node need to be upgraded for inter-CU offloading.
Observation 8. For inter-CU offloading according to Option 4 and Option 5, downstream IAB nodes of the boundary IAB node is transparent to inter-donor offloading operation.
Proposal 11. RAN2 considers Option 4 and Option 5 in the LS[3] for further discussion.

3. Conclusion
In this contribution, we have discussed the local rerouting and the inter-CU BAP routing procedure and we have the following observations:
Observation 1. For intra-CU intra-donor-DU rerouting in both UL and DL, only the BAP path of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 2. For intra-CU inter-donor DU rerouting in UL, both BAP path and destination BAP address of a BAP PDU should be reselected by the IAB node initiating the rerouting.
Observation 3. As in Rel-16 IAB, local rerouting by an IAB node in case of BH RLF failure (BH RLF detection or Type2/4 RLF indication) is always allowed by default.
Observation 4. For intra-CU intra-donor-DU local rerouting without BAP header rewriting to change the destination address, 
a) An IAB node can find a path to destination IAB node according Rel-16 BAP routing;
b) The experienced path to the destination IAB node of a rerouted BAP PDU can be uncertain;
c) There is ambiguity for the intermediate IAB node to manage the QoS of the rerouted BAP PDU. 
Observation 5. In case of intra-CU inter-donor-DU rerouting, BAP header rewriting of a rerouted BAP PDU BAP is meaningful.
Observation 6. Compared to rewriting the BAP routing ID with one backup BAP routing ID for a BAP PDU to be rerouted, rewriting the BAP routing ID with a backup BAP routing group ID allows subsequent intermediate IAB nodes to adapt scheduling and reselect optimal backup BAP route.
Observation 7. For inter-donor offloading, the backup BAP path for comprises IAB nodes belonging to different IAB donor nodes.
Observation 8. For inter-CU offloading according to Option 4 and Option 5, downstream IAB nodes of the boundary IAB node is transparent to inter-donor offloading operation.
Based the above discussions and observations, we have the following proposals:
Proposal 1. For both intra-donor-DU and inter-donor-DU local rerouting, IAB-donor-CU should be able to configure the local rerouting, including: 
a) whether to allow local re-routing by an IAB node;
b) the triggering conditions of local rerouting for an IAB node. 
Proposal 2. When triggering local rerouting, the node initiating the rerouting should ensure the rerouted data to a backup BAP route not exceed the available capacity of this backup route.
Proposal 3. RAN2 support monitoring of available capacity of a backup BAP route for rerouting. 
Proposal 4. BAP header rewriting by the IAB node initiating local rerouting is supported for intra-CU intra/inter-donor DU local rerouting.
Proposal 5. RAN2 consider to rewrite the BAP header of a BAP PDU to be rerouted with the group ID indicating a group of backup BAP routes for intra-CU intra/inter-donor-DU local rerouting. 
Proposal 6. The BAP routing group ID has the same format as BAP routing ID. 
Proposal 7. The BAP routing across CU networks of the offloaded traffic should be handled by the boundary IAB node controlled by the F1 termination donor of the offloaded traffic.
Proposal 8. For BAP routing across CU networks, only the boundary IAB node can be assigned with a second BAP address by its SN IAB donor.
Proposal 9. Only the F1 terminated CU of a boundary IAB node for inter-CU offloading can provide BAP routing and BH RLC channel mapping configurations for the boundary IAB node.
Proposal 10. The specification changes of IAB nodes other than boundary IAB nodes and IAB donor for supporting inter-CU offloading should be avoided.
Proposal 11. RAN2 considers Option 4 and Option 5 in the LS[3] for further discussion.
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