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1. Introduction
In RAN2#113e [1], RAN2 has made the following agreements on SL DRX:

Agreements on SL DRX configurations

1: 
For broadcast/groupcast, for out-of-coverage case, TX-UE/RX-UE obtain DRX configuration from pre-configuration.

2:
For broadcast/groupcast, for in-coverage case, RRC_IDLE/INACTIVE TX-UE/RX-UE obtain DRX configuration from SIB. It is up to network implementation how to coordinate active time between different cells.

3:
For broadcast/groupcast, for in-coverage case, for RRC_CONNECTED TX-UE/RX-UE can obtain DRX configuration from SIB. FFS on whether dedicated-RRC is also used.

4:
For unicast, for OOC scenario, the UE who sends out the DRX configuration decides on the DRX configuration. FFS on whether pre-configuration and/or the assistance information from the peer UE is also taken into account when determining the DRX configuration.
5: 
For unicast, for OOC scenario, adopt per-direction DRX configuration is as baseline. FFS on whether it is TX-centric or Rx-centric, i.e. TX UE or RX UE decides it.
There are some remaining FFS regarding how DRX is determined for SL unicast communication. In post-meeting email discussion 113e#704 [2], there are some arguments favoring the Tx-centric approach in SL unicast DRX configuration procedures because it is convenient to reuse the R16 Sidelink Configuration procedure. However, we think the signaling design is stage 3 details. It is more appropriate to evaluate pros and cons from performance aspect in this Stage 2 design first. Here, we provide analysis for this issue from the system design perspective.
2. Discussions
SL-DRX is a feature crucial to power-saving and will mostly be used by handheld devices, e.g., pedestrian UEs. For V2V communication, SL-DRX will probably not be enabled at all. The very typical V2X communication scenario where SL-DRX will be used is to have the V-UE sending traffic to P-UE, while P-UE is enabled with SL-DRX for power saving. 
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Figure 1. Typical Unicast Scenario for V2X communication with SL-DRX

Basically, as shown in the example in Figure 1, the TX UE and RX UE have different interests in power saving objectives. RX UE will want to limit its own wake-up time and reduce power consumption, while the V-UE has no power constraints and will be more eager to optimize the performance of delivery its traffic in time or with the least latency. If the SL DRX configuration has a large portion of “ON” time, that will help achieve TX UE’s goal but hurt RX UE’s power performance. The respective interests of those two UEs are actually not well aligned.
Observation 1: Power saving and latency are conflicting goals in SL DRX configuration.
Although it is usually not very straight-forward to judge which one is more important among competing goals, we think SL-DRX design need to put power saving as a primary objective. Any DRX configuration comes with the risk of potential latency increase. For example, for C-DRX in Uu, the gNB need buffer some DL traffic when UE is in DRX inactive. Similarly, the SL DRX design should aim to maximize the power saving benefits while still satisifying the general latency expectations for QoS flows, when packet buffering of those flows happen. For sure, the latency in SL will be not exactly as good as a communication scheme without SL-DRX, but it will be still acceptable as long as it meets the delay budget. So, a good SL DRX configuration is to optimize the power saving goal within the constraints of latency requirments. In other words, SL DRX algorithms need consider power saving as primairy objective/utility and treat latency as one of the constraint(s).      . 
Observation 2: SL DRX design should maximize power saving goal while still meet QoS requiments (e.g., latency bounds).
It is worth noting that while TX UE has no stake in power saving, RX UE has stakes in both the latency goal and power-saving goal. If the traffic is not delivered in time, RX UE also suffers loss of data. But if the transmission causes more power drain in RX UE, the TX UE (e.g., a car) probably has no grief at all due to the ad hoc nature of V2X communication. This means, RX UE is more willing to make a decision which balance the traffic latency with power efficiency. 

Observation 3: Only RX UE has incentive to make responsible decisions for both power saving and latency goals.
There are also some arguments in [2] for allowing TX UE to be in charge of all sidelink configuration procedures because SLRB and QoS configurations in R16 are Tx-driven. However, for SLRB and QoS enforcement, RX UE has very minimum stake and little information to be involved in the configuration process, as the traffic transport and QoS guarantee are largely driven by TX-side operations. For power saving aspect, this is totally different, RX UE has much more stake and concerns than TX UE for DRX operations, and needs to play a more essential role in this process.
Observation 4: TX-centric vs. Rx-centric needs to be discussed based on the principle that which approach is suitable to meet the design objective, not based on which approach is more conforming to existing signaling structure. 
There is also some tendency to reuse Uu DRX configuration and assume a controlling role for TX UE similar to gNB in Uu DRX configuration process, which allows Tx UE to send SL DRX command to control the RX UE behavior [2]. We have to point out this somehow ignores the peer-to-peer relationship in SL communication. There is no master-slave relationship between two UEs in SL unicast communication. One UE is not more authoritative than another UE.
Observation 5:  Unlike gNB, TX UE has no authority to determine the SL DRX configuration of the peer UE.
Also, in Uu case, gNB is the only node which a DRX UE communicates with. But for SL case, the RX UE may have SL traffic with multiple peers simultaneously, so it may not be willing to agree upon the configuration decided from a single transmitter perspective. RX UE has better understanding of what is the best SL DRX configuration which maximizes its power saving by taking all those unicast links into account.   
Observation 6: In SL peer-to-peer scenarios, RX UE can make an optimized SL-DRX configuration by considering all RX activities it engages with.
It has also been proposed to let RX UE to share its information as assistance information to TX UE so that TX UE can take this into account. However, the “taking this into account” phrase is also very discomforting and has no real restriction for TX UE behaviors. As UEs are less reliable and trustworthy than NG-RAN node, it is quite hard to build the inter-UE confidence so that the RX UE will simply believe the SL-DRX configuration in PC5-RRC message takes care of its best power consumption interests. If RX UE suggests a “20ms onDuration every 1 second” in the assistance information and get back a “50ms onDuration every 200ms” configuration in return from TX UE, how does RX UE believe this is not a wasteful configuration? Will the TX UE be able to pack every 50ms onDuration with back-to-back traffic? What exit strategy the RX UE has if there is a “no show” of any traffic from TX UE in the configured onDuration? There exist quite a lot of issues.
As RX UE has no clarity or confidence on how TX UE algorithm works, it is motivated to reject the DRX configuration if RX UE’s power saving interests are compromised. Then, the configuration process ends up with a failure and has to be started from the scratch again. 
Observation 7:  RX UE is motivated to reject the SL DRX configuration if RX UE’s power saving interests are not well served, even after assistance information is provided.

In 3GPP specification, the configuration failure case should be kept as exceptional and minimal. If a procedure fails frequently, then this is a wasteful design and should be avoided. The current Tx-centric approach suffers the above drawbacks as it cannot safeguard RX UE interests in power saving. 
To have a successful design, we need to consider the complexity of both the procedure and its related algorithms. The DRX configuration decision should take many different constraints and somehow conflicting objectives into account. In principle, we think:

1)  It is more suitable to let the node which benefits from the design objective to make the final decision;
2)  it is more suitable to let the more responsible node to make the final decision;
3)  It is more suitable to let the node which has more deisgn constraints to make the decision; while having the node with less constraints to share the necessary information to the other node.
Then, from the signaling design perspective, the majority view of RAN2 companies [2] supports to have two different signaling (one from TX UE to RX UE & one from RX UE to TX UE) for SL unicast DRX configuration. One of those two messages (Message 1) is kind of “assistance information”, and the other is the decision-making message which would choose the final DRX configuration (Message 2). Obviously, Message 2 should take the contents of Message 1 into account. Hence, Message 2 will take place after Message 1. “Which UE should send Message 1” is related to RX-centric vs TX-centric discussion.
Logically, DRX configuration negotiation would happen after direct link setup and capability exchange. At this point in time, TX UE has knowledge of both UE’s DRX-related capabilities and can initiate this procedure conveniently. The signaling flow can be smoothly continued in this RX-centric approach, as shown in (A) Figure 2 below. On the other hand, if the TX-centric approach is used, then the TX-UE need wait for the RX-UE to send its DRX-AssistanceInfo first, as shown in (B) of Figure 2. But RX UE has just sent the CapabiltyInformation to TX UE, and is supposed to wait for another signaling from TX UE (e.g., RRCReconfigurationSidelink) as in R16 NR V2X. For this TX-centric approach, there are some more work to be done here to solve the signaling protocol issue (e.g., by adding another triggering message from TX UE to RX UE). This will definitely add signaling overhead.
Also, RX UE may not even be sure if TX UE supports SL DRX or not. If not, then DRX UE shall not need to bother to start the DRX negotiation. Given those considerations, we think RX-centric approach is better than TX-centric approach to avoid signaling complexity and overhead.  
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Figure 2. Comparison in Signaling diagrams: (A) RX-centric (B) TX-centric
Observation 8:  RX-centric approach is better than TX-centric approach to avoid signaling complexilty and overhead.
Based on the earlier observations, RX UE is a more responsible node than TX UE in this case. Also, the TX UE side only has latency constraints for its directional traffic to RX UE, while the RX UE side has power consumption constraints and existing activities in one or more SL connections, which are more dynamic and need more overhead to convey to the peer UE. Based on the above principles, we propose to let TX UE send its traffic profile, or candidate DRX configurations based on traffic latency requirments, as the assistance information to RX UE to help RX UE to determine a proper SL DRX configuration. Thus, we propose to have a RX-centric approach, as follow:
Proposal 1  TX UE share its traffic profile (e.g., PDB) or candidate DRX configuration based on traffic PDB requirments to RX UE as assistance information. 
Proposal 2  RX UE determines SL DRX configuration which ensures the TX UE can deliver traffic in time as well as achieve its own power saving requirement.
Proposal 3
RX UE shares its selected SL DRX configuration to TX UE.

The decision process in RX UE for reaching the optimal SL DRX configuration is a complex algorithm. RAN2 can discuss whether the specification need cover some aspects of this algorithm or completely left it to UE implementation. 
Proposal 4  RAN2 discuss whether need specify RX UE algorithm to satisfy both latency and power saving requirements, or left it to UE implementation.
3. Conclusions

In this paper, we have discussed the SL DRX configuration issue for SL unicast, and have the following observations:
Observation 1
Power saving and latency are conflicting goals in SL DRX configuration.
Observation 2
SL DRX design should maximize power saving goal while still meet QoS requiments (e.g., latency bounds). 
Observation 3
Only RX UE has incentive to make responsible decisions for both power saving and latency goals.
Observation 4
TX-centric vs. Rx-centric needs to be discussed based on the principle that which approach is suitable to meet the design objective, not based on which approach is more conforming to existing signaling structure. 
Observation 5
Unlike gNB, TX UE has no authority to determine the SL DRX configuration of the peer UE.

Observation 6
In SL peer-to-peer scenarios, RX UE can make an optimized SL-DRX configuration by considering all RX activities it engages.
Observation 7
RX UE is motivated to reject the SL DRX configuration if RX UE’s power saving interests are not well served, even after assistance information is provided.

Observation 8 
RX-centric approach is better than TX-centric approach to avoid signaling complexilty and overhead.
Then, we have the following proposals:

Proposal 1  
TX UE share its traffic profile (e.g., PDB) or candidate DRX configuration based on traffic PDB requirments to RX UE as assistance information. 
Proposal 2  
RX UE determines SL DRX configuration which ensures the TX UE can deliver traffic in time as well as achieve its own power saving requirement.

Proposal 3
RX UE shares its SL DRX configuration to TX UE.
Proposal 4  
RAN2 discuss whether need specify RX UE algorithm to satisfy both latency and power saving requirements, or left it to UE implementation.
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