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1. [bookmark: Proposal_Pattern_Length]Introduction 
This document discusses the different handling of an SDT session (considering both successful as well as failure scenarios) when an SDT session is ongoing (i.e. after sending the 1st UL SDT), as well as, during the initiation phase (i.e. before sending the 1st UL SDT). In addition, when abrupt termination of SDT session is triggered by UE, diverse mechanisms are discussed to recover from this failure while minimizing the data loss / duplication and delay.
1. Discussion
1. [bookmark: _Ref68093387]SDT session handling after sending 1st UL SDT
This section analyses the possible scenarios after the SDT session is started (i.e. at least 1st UL SDT is already sent by UE) including the events that trigger the corresponding handling of the SDT session (i.e. successful completion while in IDLE or after falling back to RRC_CONNECTED, and upon abrupt termination which can be initiated by UE or network depending on the case). Moreover, it is also discussed the handling of the UL SDT data, UE’s RRC state and corresponding UE’s behaviour after the event is triggered, when applicable. 
Table 1 provides an overview of possible SDT session handlings depending on the trigger event and including the corresponding UE RRC state, and when applicable the corresponding UE’s action and handling of UL SDT data (when it is still available). Note that the following sub-section discuss each row in more details. However, the trigger events specific for RA-SDT are discussed separately within its own agenda item [1] and for CG-SDT are not discussed based on the guidance provided in the agenda for RAN2#114e meeting.
[bookmark: _Ref71274588]Table 1. Categorization of an SDT session depending on the trigger event
	SDT session status
	Trigger events
	UE RRC state
	UE’s action
(if any)
	UL SDT data
(if any)

	Terminates Successfully 
	· 1) suspend w/ SDT config.
· 2) suspend w/o SDT config.
· 3) release connection
	· 1) INACTIVE
· 2) INACTIVE 
· 3) IDLE 
	N/A
	All data transferred before ending SDT session

	Transitions to CONNECTED
	· 4) Fallback to resume
· 5) Non-SDT data & DCCH 
	· 4) CONNECTED
· 5) CONNECTED
	N/A
	UL data continues being transferred (L2 continues w/o reset or reestablishment)

	Terminates abruptly (NW control)
	· 6) Congestion (RRC Reject)
· 7) Fallback to setup (new connection is established)
	· 6) INACTIVE
· 7) CONNECTED
	· Decision left up to UE
	1st UL SDT sent is considered as a failure by UE

	Terminates abruptly (UE control)
	· 8) Expiry of failure detection timer
· 9) Cell reselection
· 10) Lower layers indication
· 11) Non-SDT data & CCCH (*)
	· ??
	· ??
	UL SDT sent data that is not acknowledge is considered as a failure by UE


(*) NOTE: For CCCH approach when non-SDT data becomes available, it is unclear whether the ongoing SDT session can continue (as captured for DCCH approach in triggered event (8)) or whether this should be treated as another option of “termination abruptly under UE control” (captured here in triggered event (15)). Our understanding is that CCCH approach triggers an abrupt termination of the ongoing SDT session in UE side, as explained in [2][3].

[(1)-(3)] Successful termination of the SDT session
	SDT session status
	Trigger events
	UE RRC state
	UE’s actions
	UL SDT data

	Terminates Successful 
	· 1) suspend w/ SDT config.
· 2) suspend w/o SDT config.
· 3) release connection
	· 1) INACTIVE
· 2) INACTIVE 
· 3) IDLE 
	N/A
	All data transferred before ending SDT session



A UE can receive RRCRelease msg. at any time during an ongoing SDT session to successfully end an ongoing SDT session. This RRCRelease msg would be ciphered and integrity protected with the security keys generated by the NCC provided in a previous RRCRelease msg. Three scenarios seem possible:
· Scenario (1) of Table 3 represents when UE is allowed to continue using SDT feature i.e. UE stays in RRC_INACTIVE with a valid stored suspendConfig and SDT related configuration.
· Scenario (2) of Table 1 represents when UE is not allowed or is de-configured to continue using SDT feature i.e. UE stays in RRC_INACTIVE with a valid stored suspendConfig (but stored SDT related configuration is released).
· Scenario (3) of Table 1 represents when UE is transition into RRC_IDLE, i.e. stored suspendConfig and SDT related configuration are both released.
Proposal 1. [bookmark: _Toc71324174][bookmark: _Toc71324226][bookmark: _Toc71325311][bookmark: _Toc71554146][bookmark: _Toc71569488][bookmark: _Toc71569573][bookmark: _Toc71569995]At any time during an SDT session, if UE receives RRCRelease msg., it triggers the successful end of the ongoing SDT session, and can also indicate either of the following scenarios: (a) UE stays in RRC_INACTIVE with a valid stored suspendConfig and SDT related configuration, (b) UE stays in RRC_INACTIVE with a valid stored suspendConfig (but stored SDT related configuration is released), and (c) UE is transition into RRC_IDLE (stored suspendConfig and SDT related configuration are both released).

[(4)-(5)] Transitions from SDT session to RRC_CONNECTED
	SDT session status
	Trigger events
	UE RRC state
	UE’s actions
	UL SDT data

	Transitions
to CONNECTED
	· 4) Fallback to resume
· 5) Non-SDT data & DCCH 
	· 4) CONNECTED
· 5) CONNECTED
	N/A
	UL data continues being transferred (L2 continues w/o reset or reestablishment)



Fallback to legacy resume (scenarios 4)
Scenario (4) of Table 3 represents that UE receives RRCResume msg. This can happen at any time during the SDT session (i.e. initiation phase or during an ongoing SDT session) and previous unconfirmed UL data does not need to be resent unless network indicates otherwise.  This operation could allow the UE to start sending traffic belonging to DRBs configured for SDT and non-SDT upon resuming the RRC connection. Therefore, the fallback is done via RRCResume, and data continuity is guaranteed.  During a network-controlled fallback to Resume, the network should successfully process the UL data sent before sending RRCResume (e.g. in case of initiation of SDT session, this would refer to msg 3/A without loss). 
Proposal 2. [bookmark: _Toc71324175][bookmark: _Toc71324227][bookmark: _Toc71325312][bookmark: _Toc71554147][bookmark: _Toc71569489][bookmark: _Toc71569574][bookmark: _Toc71569996]At any time after UE sends the 1st UL SDT, if UE receives RRCResume msg., UE follows legacy fallback to resume mechanism which guarantees the data continuity from the ongoing SDT session.
Proposal 2.1. [bookmark: _Toc71324176][bookmark: _Toc71324228][bookmark: _Toc71325313][bookmark: _Toc71554148][bookmark: _Toc71569490][bookmark: _Toc71569575][bookmark: _Toc71569997]When fallback to Resume is used, network ensures that the data received before triggering the fallback to resume is not lost (i.e. UE does not need to retransmit it) and data transfers can continue after UE gets RRC_CONNECTED.
Non-SDT data trigger & DCCH based approach (scenarios 6) 
Scenario (5) of Table 3 represents a trigger when non-SDT is triggered during an ongoing SDT session and the corresponding handling is done via DCCH approach. Upon gNB receives this request or information from UE that indicates that non-SDT data becomes available in UE’s buffer, gNB could trigger a fallback to resume the RRC connection directly from the ongoing SDT session, i.e. SDT session continues after getting RRC_CONNECTED. Note that scenario (11) discusses our understanding on the other proposal to handle the non-SDT data trigger via CCCH based approach.
Proposal 3. [bookmark: _Toc71324177][bookmark: _Toc71324229][bookmark: _Toc71325314][bookmark: _Toc71554149][bookmark: _Toc71569491][bookmark: _Toc71569576][bookmark: _Toc71569998]At any time after UE sends the 1st UL SDT, UE can inform gNB when non-SDT data is available, and it is left up to network the decision on whether/when to fallback to legacy resume.
Proposal 3.1. [bookmark: _Toc71324178][bookmark: _Toc71324230][bookmark: _Toc71325315][bookmark: _Toc71554150][bookmark: _Toc71569492][bookmark: _Toc71569577][bookmark: _Toc71569999]When fallback to Resume is used due to non-SDT trigger (i.e. network sends RRCResume), network ensures that the data received before triggering the fallback to resume is not lost (i.e. UE does not need to retransmit it) and SDT session can continue after UE gets RRC_CONNECTED.

[(6)-(7)] Abrupt termination of SDT session under NW control
	SDT session status
	Trigger events
	UE RRC state
	UE’s actions
	UL SDT data

	Terminates abruptly (NW control)
	· 6) Congestion (RRC Reject)
· 7) Fallback to setup (new connection is established)
	· 6) INACTIVE
· 7) CONNECTED
	· Decision left up to UE
	1st UL SDT sent is considered as a failure by UE



These scenarios 6) and 7) should happen only at the beginning of the SDT session, i.e.  when network responds to UE’s ResumeRequest for SDT. The SDT session is terminated abruptly but the network controls the end of the SDT session. However the 1st UL SDT data should be treated as a failure by the UE.
For all of these cases, next attempt could be considered as a new attempt. Therefore, for the UL Data handling when SDT session terminates, the gNB may not even be aware of the actual data that was sent (or wanted to be sent) in UE’s 1st UL SDT. Therefore, it would be up to UE control to handle the retransmission of the data. 
It is important to differentiate that for scenario (9) UE would still remain in RRC_INACTIVE (with its stored UE AS Inactive Context, including its SDT configuration), but for scenario (10) UE would start its fallback mechanism to set up a new RRC connection and get RRC_CONNECTED.
Proposal 4. [bookmark: _Toc71324179][bookmark: _Toc71324231][bookmark: _Toc71325316][bookmark: _Toc71554151][bookmark: _Toc71569493][bookmark: _Toc71569578][bookmark: _Toc71570000]gNB can only send RRCSetup and RRCReject as immediate response to UE’s ResumeRequest for SDT operation.
Proposal 4.1. [bookmark: _Toc71324180][bookmark: _Toc71324232][bookmark: _Toc71325317][bookmark: _Toc71554152][bookmark: _Toc71569494][bookmark: _Toc71569579][bookmark: _Toc71570001]When UE detects the termination of the SDT session for congestion, or fallback to setup, it is left up to UE the decision on how to handle any retransmission of the not acknowledge UL data.
Different ways are possible on how to specify the retransmission of the data:
Option a) Leave the failure handling up to UE implementation. 
LTE PUR handles similar scenarios with the following note added in TS 36.331 upon PUR fallback or PUR failure “NOTE: For transmission using PUR, further UE actions upon reception of PUR fallback or PUR failure indication from lower layers (see TS 36.321 [6]) is left up to implementation”. Same handling could apply here with the difference that in LTE UE had only sent one packet vs here a UE may have sent multiple packets before the failure scenario happens.
Option b) Specification defines UE’s behavior. 
The specification defines UE behaviour to guarantee the data continuity by having the UE to retransmit all the not-confirmed data after its failure. 
Both options are feasible, and this could be discussed after the design further progresses.

[(8)-(11)] Abrupt termination of SDT session under UE control
	SDT session status
	Trigger events
	UE RRC state
	UE’s actions
	UL SDT data

	Terminates abruptly (UE control)
	· [bookmark: _Hlk71314200]8) Expiry of failure detection timer
· 9) Cell reselection
· 10) Lower layers indication
· 11) Non-SDT data & CCCH (*)
	· ??
	· ??
	UL SDT sent data that is not acknowledge is considered as a failure by UE


(*) NOTE: For CCCH approach when non-SDT data becomes available, it is unclear whether the ongoing SDT session can continue (as captured for DCCH approach in triggered event (8)) or whether this should be treated as another option of “termination abruptly under UE control” (captured here in triggered event (15)). Our understanding is that CCCH approach triggers an Abrupt termination of the ongoing SDT session in UE side, as explained in [2][3]. 
For scenarios (8) to (11) the SDT session terminates abruptly upon an event triggered in UE (i.e. 8) expiry of the SDT failure detection timer, 9) Cell reselection, 10) Lower layers indication of a failure, or 11) when non-SDT data becomes available and CCCH based approach is used). This may leave data packets not sent or even not acknowledge by the network (i.e. network does not control this termination of the SDT session). 
RAN2 agreed that UE and network may transfer more than one data packet in the UL and DL during an SDT session.  This can be quite useful as the size of data field in msg 3 may be limited.  It also allows the data to be segmented as sent over multiple TBs if the PDCP SDU size is too large to fit in one TB.  This then also increases the overall duration of an SDT session compared to a legacy resume procedure (limited by legacy T319).  UE is also likely to perform many SDT transfers.  
Therefore, after an abruptly termination of an SDT session, it might be desirable to enable a recovery mechanism that allow the UE to complete its SDT data exchange with the minimum data loss, duplication and delay. For clarification, the scenario under consideration is captured on Figure 1 assuming that there might be up to 3 different gNBs involved:
· gNB0, where the UE context was stored when UE was previously RRC_CONNECTED.
· gNB1, where UE started the SDT session and detects the abrupt termination of it.
· gNB2, where the UE tries to initiate a follow up access after the abrupt termination of previous SDT session (e.g. establishing a new RRC connection, resuming the suspended RRC connection or starting a new SDT session upon previous SDT session failure)


[bookmark: _Ref71324957]Figure 1. Exemplary scenario for potential recovery after an abrupt termination of an SDT session
The possible options to recovery from the abrupt termination of previous SDT session are:
Option 1) UE autonomously transitions into RRC_IDLE after detecting the failure of the SDT session.
Option 2) UE continues into RRC_INACTIVE after detecting the failure of the SDT session.
For option (1), on transitioning to RRC_IDLE, the UE context stored in gNB is released and any DL data in the gNB is also cleared.  If the UE is allowed to go RRC_IDLE during an SDT transfer, any DL data could be lost without any possibility of recovery or retransmission.  In addition, there is significant additional delay and signalling associated with transition from IDLE to CONNECTED.  Therefore option (2) might be more suitable to prevent data loss and reduce signalling and delay after triggering a failure during an ongoing SDT session.
[bookmark: _Toc71324168][bookmark: _Toc71325305][bookmark: _Toc71554136][bookmark: _Toc71569479][bookmark: _Toc71569564][bookmark: _Toc71570011]Upon triggering a failure of the SDT session, if the UE autonomously transitions into RRC_IDLE, data could be lost and lead to significantly larger delay and increased signalling.  And this could happen frequently with SDT expected operation.
[bookmark: _Toc71324169][bookmark: _Toc71325306][bookmark: _Toc71554137][bookmark: _Toc71569480][bookmark: _Toc71569565][bookmark: _Toc71570012]Upon triggering a failure of the SDT session failure, if the UE continues in RRC_INACTIVE (keeping the stored SDT configuration), this may prevent data loss and duplication of the ongoing SDT session.  
Proposal 5. [bookmark: _Toc71324181][bookmark: _Toc71324233][bookmark: _Toc71325318][bookmark: _Toc71554153][bookmark: _Toc71569495][bookmark: _Toc71569580][bookmark: _Toc71570002]An abrupt termination of an SDT session can be detected by the UE for example upon triggering 8) expiry of the SDT failure detection timer, 9) Cell reselection, 10) Lower layers indication of a failure, or 11) when non-SDT data becomes available and CCCH based approach is used.
Proposal 6. [bookmark: _Toc71324182][bookmark: _Toc71324234][bookmark: _Toc71325319][bookmark: _Toc71554154][bookmark: _Toc71569496][bookmark: _Toc71569581][bookmark: _Toc71570003]After an abrupt termination of an SDT session, the UE continues in RRC_INACTIVE (keeping the stored SDT configuration) and initiates a recovery mechanism. FFS on the details of this recovery mechanism.
Control plane on the recovery mechanism immediately after an abrupt termination of the SDT session 
Keeping the UE in RRC_INACTIVE after an abrupt termination of the SDT session, allows the UE to use the stored UE AS Inactive Context and potentially continue the ongoing SDT traffic with minimum data loss / duplication and delays. Potential concerns to keep in mind when identifying possible recovery mechanisms:
a) Security concern if new NCC is not provided after the failure of the SDT session.
b) Additional delay (or even confusion) when looking for the gNB where UE’s context was previously stored. 
c) Security concern on the NCC to be used for the follow up RRCResumeRequest in the recovery. 
d) Security concern associated with the Data PDCP COUNT reset as the same key cannot be used with same count.
The following solutions provides possible recovery mechanism to use after an abrupt termination of the SDT session while also addressing the concerns listed above.
[bookmark: _Hlk71320390]Solution 1) New NCC/RNTI are provided upon initiating any SDT session
For this solution 1), a new NCC and I-RNTI are provided to UE by its current gNB1 immediately upon initiating SDT mechanism (i.e. 1st DL SDT msg of any SDT session) for future use after current SDT session ends or terminates, as shown in Figure 2 below.


[bookmark: _Ref71229964]Figure 2. Solution 1) New NCC/RNTI are provided upon initiating any SDT session
Details on solution 1) “new NCC is provided upon initiating SDT mechanism (i.e. 1st DL SDT msg of any SDT session)” for the SDT session successful scenario, as shown in left side of the Figure 2 above (note that the new information or changes are marked in blue):
· 1st UL SDT msg includes at least RRCResumeRequest to indicate the initiation of the session, and optionally UL SDT data. It may also include information of related to RACH (for 2 step RACH) or alternatively this may be sent earlier (for 4 step RACH) or not included in case of CG access.
· 1st DL SDT msg, after UE sends its 1st UL SDT msg, may provide new information relevant for a UE in a future SDT session or resumption (such as a new NCC2, or I-RNTI2). 
· At the end of the SDT session, the gNB may not need to provide any new NCC or I-RNTI again when sending RRCRelease message (ciphered with the keys generated with NCC1).
[bookmark: _Hlk71233092]Details on solution 1) “new NCC is provided upon initiating SDT mechanism (i.e. 1st DL SDT msg of any SDT session)” for the SDT session scenario with abrupt termination follow by its corresponding recovery mechanism, as shown the right side of Figure 2 above (note that points below focuses on the new aspects marked in red):
· After UE detects an abrupt termination of the SDT session, UE remains in RRC_INACTIVE and may (re)start the SDT session afterwards.
· 1st UL SDT msg (after the abrupt termination of the SDT session) includes the I-RNTI2 that points to the UE context in the last serving gNB.  This makes is possible to identify the UE context without having to go back to gNB0 or have gNB0 store the UE context longer.  
On summary, when UE detects or triggers an abrupt termination of the SDT session (i.e. UE has not gotten any RRCRelease message from the network indicating the end of the SDT session), UE can initiate a sub-sequent new SDT session using the updated information provided by the gNB1 (new NCC2 and I-RNTI2) that would help gNB2 when looking for the corresponding stored UE AS Context that was relocated during previous SDT session (that terminated abruptly). In addition, it is important to keep in mind that this solution is also discussed in [1] for the release of the UE AS Inactive context from the last serving gNB (gNB0) during an SDT session.
[bookmark: _Hlk71321583][bookmark: _Toc71324170][bookmark: _Toc71325307][bookmark: _Toc71554138][bookmark: _Toc71569481][bookmark: _Toc71569566][bookmark: _Toc71570013]Recovery solution 1) serving gNB provides a new NCC and I-RNTI upon initiating any SDT mechanism (i.e. 1st DL SDT msg) for future use after current SDT session ends or terminates.  
[bookmark: _Hlk71321237]Solution 2) New NCC/RNTI are provided immediately on next SDT resumption after an abrupt termination of the SDT session
For this solution 2), after UE triggers the abrupt termination of the SDT session and UE initiates again another follow up SDT session, and network always provides a new NCC (in 1st DL SDT msg of an SDT session initiated after UE triggers a failure of a previous SDT session). Two possible approaches could be considered: 
· Approach A) SDT session is terminated aligning UE’s behaviour with RRC Release message operation.
· Approach B) SDT session continues aligning UE’s behaviour with RRC Reestablishment message operation.
One of the key differences between approach A) and B) is on how security is handling for the 1st DL RRC msg. Approach A) means that the RRC message that provides the new NCC would be encrypted (integrity protected and cyphered) using the old keys, vs approach B) that would only be integrity protected (using the NCC in the message) but not cyphered. As PDCP COUNT of SRB1 is always reset,  there could be security issues with approach A as the same count may be reused with the same key (e.g. when any DL RRC message(s) was sent in SRB1 before the abrupt termination of the SDT session). Therefore we suggest focusing only on approach B) as shown in Figure 3:


[bookmark: _Ref71320522]Figure 3. Solution 2) New NCC/RNTI are provided after an abrupt termination of the SDT session aligning UE’s behaviour with RRC Reestablishment message operation
This solution (2) addresses the concerns explained above while allowing the continuation of the data transmission in a secure way. In addition, UE could also continue the data transmission falling back into RRC_CONNECTED instead than in RRC_INACTIVE (which is the one shown in above Figure 3)
[bookmark: _Toc71554139][bookmark: _Toc71324171][bookmark: _Toc71325308][bookmark: _Toc71554140][bookmark: _Toc71569482][bookmark: _Toc71569567][bookmark: _Hlk71321567][bookmark: _Toc71570014]Recovery solution 2) gNB provides new NCC/RNTI are provided after an abrupt termination of the SDT session with UE’s behaviour aligned with RRC Reestablishment message like operation continuing the SDT session in RRC_INACTIVE (i.e. RRC message that provides the new NCC is only integrity protected, but not cyphered, using the old keys).

Solution 3) Horizonal key derivation done for recovery mechanism after abrupt termination of an SDT session
For this solution 3), a UE performs an horizonal key derivation for the recovery mechanism after an abrupt termination of an SDT session, as shown in Figure 4 below.


[bookmark: _Ref71233179]Figure 4. Solution 3) Horizonal key derivation done after abrupt termination of an SDT session
[bookmark: _Hlk71319057]Details on Solution 3) horizonal key derivation for recovery mechanism after abrupt termination of an SDT session:
· The UE calculates the new key (NCCx) using horizonal key derivation from the previous NCC1 after UE triggers the abrupt termination of an SDT session. 
· This new NCCx is used in the SDT data in the SDT session initiated after UE triggers a failure of a previous SDT session although the short MAC-I in the RRCResumeRequest could still be calculated based on previous NCC1.
[bookmark: _Toc71324172][bookmark: _Toc71325309][bookmark: _Toc71554141][bookmark: _Toc71569483][bookmark: _Toc71569568][bookmark: _Toc71570015]Recovery solution 3) UE uses horizonal key derivation for the recovery mechanism after abrupt termination of an SDT session (where data uses this new key but short MAC-I may still be calculated based on the stored key).  
Summary of the recovery solutions
All solutions here address the concerns raised to allow the UE to continue the exchange of the SDT data after an abrupt termination of an SDT session.
Proposal 7. [bookmark: _Toc71324183][bookmark: _Toc71324235][bookmark: _Toc71325320][bookmark: _Toc71554155][bookmark: _Toc71569497][bookmark: _Toc71569582][bookmark: _Toc71570004]Discuss possible mechanism for UE to recover after an abrupt termination of an SDT session considering for example the following solutions:
Proposal 7.1. [bookmark: _Toc71324236][bookmark: _Toc71325321][bookmark: _Toc71554156][bookmark: _Toc71569498][bookmark: _Toc71569583][bookmark: _Toc71570005]Recovery solution 1) serving gNB provides a new NCC and I-RNTI upon initiating any SDT mechanism (i.e. 1st DL SDT msg) for future use after current SDT session ends or terminates
Proposal 7.2. [bookmark: _Toc71324237][bookmark: _Toc71325322][bookmark: _Toc71554157][bookmark: _Toc71569499][bookmark: _Toc71569584][bookmark: _Toc71570006]Recovery solution 2) gNB provides new NCC/RNTI immediately after an abrupt termination of the SDT session with UE’s behaviour aligned with RRC Reestablishment message operation continuing the SDT session in RRC_INACTIVE.
Proposal 7.3. [bookmark: _Toc71324184][bookmark: _Toc71324238][bookmark: _Toc71325323][bookmark: _Toc71554158][bookmark: _Toc71569500][bookmark: _Toc71569585][bookmark: _Toc71570007]Recovery solution 3) UE uses horizonal key derivation for the recovery mechanism after an abrupt termination of an SDT session (where data uses this new key but short MAC-I may still be calculated based on the stored key).
User plane on the recovery mechanism immediately after an abrupt termination of the SDT session 
For the UL Data handling after an abrupt termination of the SDT session, the key point to keep in mind is that trigger of related scenarios is not under network controlled, i.e. UE detects the failure or termination autonomously. Therefore, any retransmission of the not acknowledge data should be up to UE control aiming to prevent data loss and duplication after triggering a failure during an ongoing SDT session.
Proposal 8. [bookmark: _Toc71554159][bookmark: _Toc71569501][bookmark: _Toc71569586][bookmark: _Toc71570008]After UE detects an abrupt termination of the SDT session, it is up to UE to handle the any retransmission of the not acknowledge data sent before the abrupt termination of the SDT session.
SDT failure detection timer
On the SDT failure detection timer, it was agreed the following during RAN2#113bis-e:
1. SDT failure detection timer is started upon initiation of SDT procedure
2. T319 legacy is not started if RRCResumeRequest or RRCResumeRequest1 is transmitted …
3. T319 legacy stop conditions also apply to SDT failure detection timer
4. FFS Upon SDT failure detection timer expiry, the same procedure as T319 expiry is used (e.g. transition to IDLE as in the case of expiry of the T319 timer and attempts RRC connection setup)  (18/8)
5. UE start a window after CG/DG transmission for CG-SDT.   FFS whether to design a new timer or to reuse an existing timer.
The FFS on the expiry of the SDT failure detection timer is already addressed in previous sections. However, RAN2 still needs to discuss:
· Q1) whether/when the SDT failure detection timer is (re)started during a given SDT session
· Q2) Relation between the SDT failure detection timer and the window of time after CG/DG transmission for CG-SDT 
For simplicity during this discussion, the SDT failure detection timer is referred by T319’ and the window of time after CG/DG transmission for CG-SDT is referred by T_CG-SDT. It is important to highlight that the motivation for both timers seems similar i.e. not to keep the UE trying to send data or monitor PDCCH unnecessarily (e.g. in case gNB had sent RRCRelease and UE had not received it). 
Table 2 summarizes our understanding on the different behaviour being considered for this timers, and Figure 5 provides simple exemplary scenarios for RA-SDT and CG-SDT (assuming subsequent via DG vs DG/CG) in relation to those timers under discussion. Note that for the SDT detection timer (T319’) two different options are shown considering companies views provided during last RAN2#113bis e-meeting.
[bookmark: _Ref71325409][bookmark: _Ref71325357]Table 2. SDT failure detection timers
	Timer
	Start condition
	Stop trigger/action
	Action upon expiry

	T319’-a
	Starts only at initiation of an SDT session (upon sending RRCResumeRequest msg)
	Stops at the end of SDT session (upon reception of RRCRelease msg)
	SDT session failure

	T319’-b
	(Re)starts with every DG/CG tx/rx during an given SDT session
	Stops at the end of SDT session (upon reception of RRCRelease msg)
	SDT session failure

	T_CG-SDT
	(Re)starts with every CG/DG tx during an given SDT session
	Reception of (N)ACK
	SDT session failure





[bookmark: _Ref71322620]Figure 5. Exemplary SDT detection timer operation for RA-SDT and CG-SDT (with subsequent via DG vsDG/CG)
T319’-a would need to have a range of values that allow the exchange of multiple DL/UL SDT during a given SDT session. T319’-b would allow the UE to detect earlier failure of data transmission than T319’-a as associated timer most likely would have a shorter value. However, new interaction may be required between RRC and lower layers as this T319’-b timer might need to be handled by lower layers. On other hand, this behaviour of timer T319’-b seems similar to the T_CG-SDT one (which is also similar to pur-ResponseWindowSize for LTE PUR mechanism). Although. PUR operation would not be the same as NR because SDT allows exchange of multiple UL/DL data (vs LTE that only allows one UL/DL transmissions) followed by an RRC Release message. 
Moreover, when UE has an ongoing CG-SDT session, the question is regarding UE behaviour in relation to this new T_CG-SDT timer. The following cases are possible: case (1) UE had sent UL SDT and is monitoring PDCCH for corresponding (N)ACK, i.e. UE has not acknowledged data in its buffer, or case (2) UE is waiting for a future DG/CG to send further UL SDT. The exact behaviour may also dependent on factors such as, the periodicity and availability of CG resources, the latency requirement associated with the SDT and the actual value of SDT detection timer. 
On other hand, we understand that the right configuration could be decided by network implementation. For example, subsequent UL SDT via CG would require gNB to configure the CG periodicity is shorter than this T_CG-SDT timer. Therefore, by relying on network configuration, no special handling may be required for CG-SDT operation.
On summary, considering the operation explained above, we conclude that a single SDT detection timer may be sufficient to cover the different cases if T319’-b were used (for both RA-SDT or CG-SDT). In addition, upon expiry of this time, UE triggers an abrupt termination of the SDT session as it was previously discussed.
Proposal 9. [bookmark: _Toc71324185][bookmark: _Toc71324239][bookmark: _Toc71325324][bookmark: _Toc71554160][bookmark: _Toc71569502][bookmark: _Toc71569587][bookmark: _Toc71570009]A single SDT failure detection timer (here referred as T319’-b) is used for RA-SDT and CG-SDT where this T319’-b (re)starts with every DG/CG tx/rx during a given SDT session, stops only at the end of SDT session (i.e. upon reception of RRCRelease msg) and upon expiry, UE triggers an abrupt termination of the SDT session.





Initiation phase of SDT (before sending 1st UL SDT)
The initiation of SDT mechanism (i.e. before UE sends its 1st UL SDT) is here discussed considering inputs provided in related email discussions #501 [4] and #504 [5], and the RAN2#113bis-e agreements copied below.
1) RSRP threshold is used to select between SDT and non-SDT procedure, if configured (RSRP refers to the same RSRP measured for carrier selection).
a) RSRP threshold to select between SDT and non-SDT procedure is used for both CG-SDT and RA-SDT
i) RSRP threshold to select between SDT and non-SDT procedure is same for both CG-SDT and RA-SDT
2) RSRP threshold for carrier selection is specific to SDT (i.e. separately configured for SDT).  This is optional for the network.  
3) Confirm that cell selection mechanism is not modified 
4) RSRP threshold for RA type selection is specific to SDT (i.e. separately configured for SDT)
5) Data volume threshold is the same for CG-SDT and RA-SDT (can be checked further in stage 3 if we obtain majority support)
6) FFS on the order and missing pieces (e.g. failure, fallback) of the high level procedure.  The details of the procedures are left for stage 3.  FFS on the procedure below, but copied for information.
a) Upon arrival of data only for DRB/SRB(s) for which SDT is enabled, the high level procedure for selection between SDT and non SDT procedure is as follows:
i) If CG-SDT criteria is met: UE selects CG-SDT. UE initiate SDT procedure
ii) Else if RA-SDT criteria is met: UE selects RA-SDT. UE initiate SDT procedure
iii) Else: UE initiate non SDT procedure.
b) CG-SDT criteria is considered met, if all of the following conditions are met,
i) available data volume <= data volume threshold
ii) RSRP is greater than or equal to a configured threshold
iii) FFS 3) CG-SDT resources are configured on the selected UL carrier and are valid
c) RA-SDT criteria is considered met, if all of the following conditions are met,
i) available data volume <= data volume threshold
ii) RSRP is greater than or equal to a configured threshold
iii) 4 step RA-SDT resources are configured on the selected UL carrier and criteria to select 4 step RA SDT is met; or 2 step RA-SDT resources are configured on the selected UL carrier and criteria to select 2 step RA SDT is met
7) Switching from SDT to non-SDT is supported.
a) FFS Switching from CG-SDT to RA-SDT is not allowed
b) UE switches from SDT to non-SDT in following cases:
i) Case 1 (27/0): UE receive indication from network to switch to non-SDT procedure. 
ii) Network can send RRCResume. FFS whether network can send indication in RAR/fallbackRAR/DCI to switch to non-SDT procedure.
iii) FFS Case 2 (18/9): Initial UL transmission (in msgA/Msg3/CG resources) fails configured number of times
8) CG-SDT resources can be configured at the same time on NUL and SUL
9) UL carrier selection is performed before CG-SDT selection
The flow diagram of Figure 6 to discuss all “fallback” scenarios focusing on initiation phase of a given SDT session, as shown in. This section and figure focus on the fallbacks or failures scenarios before UE sends the 1st UL SDT. Other fallbacks or failures scenarios after UE initiates the SDT session by sending the 1st UL SDT are discussed in next section (which is categorized as SDT session started or ongoing).


[bookmark: _Ref68055868]Figure 6. Flow diagram of the SDT initiation phase (without addressing fallback due to failure scenarios)
The focus is on topics that may require discussion and/or clarification (which are also marked in red in Figure 6).
Cell reselection for SDT initiation
Cell reselection in relation to SDT operation needs to be discussed:
Scenario 1) When UE is RRC_INACTIVE with a valid SDT configuration but there is no SDT session started/ongoing, it is preferable not to change legacy cell reselection for SDT feature. I.e. UE stays in RRC_INACTIVE with all applicable stored configuration. 
Scenario 2) When UE is RRC_INACTIVE with a valid SDT configuration but there is SDT session started/ongoing, two options are possible and considered: a) UE transitions into RRC_IDLE and b) UE prefer to also remain in RRC_INACTIVE to minimize any data loss/duplication, and interruption delay. However we suggest discussing this topic in more detailed in next section.
For scenario 1) which is the one addressing the SDT initiation one, our understanding is that majority of companies do not want to change cell re-selection mechanism before an SDT session is started/ongoing. For this scenario, UE would behave then as legacy (understanding that SDT procedure is not actually started until 1st UL SDT is sent). 
[bookmark: _Toc68055793][bookmark: _Toc68123943][bookmark: _Toc68124670][bookmark: _Toc68184400][bookmark: _Toc68184530][bookmark: _Toc68202258][bookmark: _Toc68202278][bookmark: _Toc68202807][bookmark: _Toc68203298][bookmark: _Toc68203395][bookmark: _Toc68205963][bookmark: _Toc71324186][bookmark: _Toc71324240][bookmark: _Toc71325325][bookmark: _Toc71554142][bookmark: _Toc71569484][bookmark: _Toc71569569][bookmark: _Toc71570016]When UE is RRC_INACTIVE with a valid SDT configuration but there is no SDT session started/ongoing (i.e. UE has not sent the 1st UL SDT attempt), this UE behaves as legacy i.e. performs cell reselection.
Data volume threshold for SDT initiation
[bookmark: _Hlk71114821]For the data volume new threshold for SDT operation (part of step (1) of Figure 6), Q6 of email discussion #501discussed whether it is configured same or different for CG-SDT and RA-SDT. In addition, it is important to discuss how data volume is defined. It can refer to a maximum TBS size for SDT DRBs, an upper limit on the amount of data in the buffer that the UE initially can transmit (i.e. within the 1st UL message) or the total amount of data that the UE intends to transmit via SDT. In our view, this should be related to the amount of data in the buffer when SDT is first initiated by the UE. If the UE has more data than this new threshold, it can serve as an indication to gNB that UE should transition to RRC_CONNECTED or that sub-sequent UL SDT will occur. Moreover, RAN2 needs to also discuss whether L2 headers should be or not included as part of the volume calculation (which can be addressed during stage-3 discussion). We suggest following same approach as other legacy calculation of the data volume for BSR done in RLC and PDCP (which account headers when checking the size of the PDUs and does not when checking the size of the SDUs).
Proposal 10. [bookmark: _Toc68055794][bookmark: _Toc68123944][bookmark: _Toc68124671][bookmark: _Toc68184401][bookmark: _Toc68184531][bookmark: _Toc68202259][bookmark: _Toc68202279][bookmark: _Toc68202808][bookmark: _Toc68203299][bookmark: _Toc68203396][bookmark: _Toc68205964][bookmark: _Toc71324187][bookmark: _Toc71324241][bookmark: _Toc71325326][bookmark: _Toc71554161][bookmark: _Toc71569503][bookmark: _Toc71569588][bookmark: _Toc71570010]The data volume new threshold is defined as an upper limit on the amount of data in the buffer (for SDT RBs) upon initiating the SDT procedure. The volume calculation accounts for the headers in the same way as legacy data volume calculations are done for BSR.
CG-SDT checks and corresponding actions for SDT initiation
For step (4) of Figure 6 refers the expected operation when CG-SDT configuration is not valid e.g. if TAT criteria is not met (which is discussed in more deep in companion contribution Error! Reference source not found.) or if UE reselects to a different cell (which is discussed in future sections). For this step, UE only checks CG specific criteria (steps (5) and (6) of Figure 6) when has a CG-SDT valid configuration. Otherwise, UE would be allowed to access with RA-SDT, step (9) of Figure 6. This operation looks aligned to the following agreement in RAN2#113e.
· If CG-SDT resources are configured on the selected UL carrier and are valid, then CG-SDT is chosen.  Otherwise,
· If 2 step RA-SDT resources are configured on the UL carrier and criteria to select 2 step RA SDT is met, then 2 step RA-SDT is chosen
· else If 4 step RA-SDT resources are configured on the UL carrier and criteria to select 4 step RA SDT is met, then 4 step RA-SDT is chosen
· else UE does not perform SDT (i.e. perform non-SDT resume procedure) 
· If both 2 step RA-SDT and 4 step RA-SDT resources are configured on the UL carrier, RA type selection is performed based on RSRP threshold. 
FFS whether RSRP threshold for RA type selection is common or different for SDT and non SDT.
FFS what validity includes if we need to deal with CG resource availability delay?
[bookmark: _Toc68123945][bookmark: _Toc68124672][bookmark: _Toc68184453][bookmark: _Toc68184583]However, from the views provided in the previous email discussions #501 [4] and #504 [5], we understand that this should be clarified.  At the initiation phase of the SDT session (i.e. UE has not sent any 1st UL attempt yet), it is still confirmed RAN2 previous agreement that if “CG-SDT configuration is not valid”, UE is allowed to continue with RA-SDT (which would be still considered the 1st attempt). “CG-SDT configuration is not valid” refers to TA validation mechanism including TAT and RSRP delta threshold (further discussed below).
Steps (5) of Figure 6 refers to the other TA validation criteria of the RSRP change or delta as captured in the agreement:
“From RAN2 point of view, assume similar to PUR, that we introduce a TA validation mechanism for SDT based on RSRP change, i.e.  RSRP-based threshold(s) are configured.  Ask RAN1 to confirm.  FFS on how to handle CG configuration when TA expires or when is invalid due to RSRP threshold.  Details of the TA validation procedure can be further discussed.”
Previous email discussions #501 [4] and #504 [5] has addressed whether RSRP threshold is or not used for CG-SDT but this would be part of step (2) of Figure 6 understanding that companies want to use a common RSRP threshold for any SDT mechanism (CG or RA based). Therefore, RAN2 should still address the FFS on how to handle the scenario where RSRP delta is not met during the initiation phase. 
In addition, the CG-specific conditions that are also discussed on email discussion #501 (Q7-Q12) and email discussion #504 (Q12) seems to mix during the same discussion scenarios that might require different handling: 
Scenario A) Initiation phase of the SDT session (i.e. UE has not sent any 1st UL attempt)
Scenario B) Failure tx/rx during an ongoing SDT session (i.e. after sending 1st UL attempt via CG-SDT)
Scenario C) Failure due to CG-SDT specific triggers (i.e. conditions not met or configuration not valid) during an ongoing SDT session  (i.e. after sending 1st UL attempt via CG-SDT). 
We focus here only on scenario (A) (scenario (B) and (C) should better be discussed with all other failure/fallback scenarios happening during an ongoing SDT session discussed in previous section). 
For scenario (A) initiation phase of the SDT session (i.e. UE has not sent any 1st UL attempt), steps (5), (6) and (8) of Figure 6 are further discussed.
· Steps (5): if TA validation criteria of the RSRP delta threshold is not met, two options seems possible: option (1) UE cannot perform any kind of SDT transmission (CG nor RA), or option (2) UE is allowed to “fallback” as a continuation during the initiation phase with the RA-SDT mechanism. In our understanding this was the intention from previous RAN2 agreements (shown above). This handling should not be a problem in scenario (A) as UE has not done any attempt yet (i.e. UE has not sent any 1st UL attempt) and hence rebuilding of the MAC PDU should not be a concern, which is a topic also addressed in [3].
· Step (6): companies views look aligned in the email discussion with related RAN2 agreement “A SS-RSRP threshold is configured for SSB selection. UE selects one of the SSB with SS-RSRP above the threshold and selects the associated CG resource for UL data transmission.” 
· Step (8): if the UE cannot select any SSB (i.e. none of the SSBs’ RSRP is above the RSRP threshold for beams selection for CG-SDT), Figure 6 shows 3 possible options: 
· option (1) UE selects any SSB and continues with CG-SDT access. 
· option (2) UE continues with RA-SDT access.
· option (3) UE continues with legacy access. 
It may be preferable to handle this similarly as for related legacy MAC operations (e.g. for RACH) which follows option (1). This legacy operation was agreed as a catch-all case to ensure that the UE does not get stuck evaluating the criteria over and over and therefore, the same logic should apply here. 
On other hand, during the SDT initiation phase, UE has not done any attempt yet (i.e. UE has not sent any 1st UL SDT attempt) and hence rebuilding of the MAC PDU should not be a concern, which is a topic also addressed in [3]. Therefore options (2) and (3) could easily be enabled. 
Understanding that there was majority not to go with option (1) in previous email discussion #504 and that UE wanted to use SDT procedure (and met the SDT related criteria as shown in steps (1) of Figure 6), option (2) is suggested as a possible compromise option.
However as this is a topic should better be discussed within CG-SDT specific section in the following meeting as it is not related to the general SDT operation.
[bookmark: _Toc68055769][bookmark: _Toc68123973][bookmark: _Toc68124667][bookmark: _Toc68184454][bookmark: _Toc68184584][bookmark: _Toc68202255][bookmark: _Toc68202803][bookmark: _Toc68203295][bookmark: _Toc68203392][bookmark: _Toc68205984][bookmark: _Toc71324173][bookmark: _Toc71325310][bookmark: _Toc71554143][bookmark: _Toc71569485][bookmark: _Toc71569570][bookmark: _Toc71570017]At the initiation phase of the SDT session (i.e. UE has not sent any 1st UL attempt yet), if any of the CG-SDT specific conditions are not met/valid (i.e. TAT is not running or TA validation criteria of the RSRP delta threshold is not met), UE is allowed to fallback to RA-SDT (which would be still considered the 1st UL attempt). However, rebuilding of the MAC PDU should not be a concern (as rebuilding is not needed).  
[bookmark: _Toc68184402][bookmark: _Toc68184532][bookmark: _Toc68202260][bookmark: _Toc68202280][bookmark: _Toc68202809][bookmark: _Toc68203300][bookmark: _Toc68203397][bookmark: _Toc68205965][bookmark: _Toc71324188][bookmark: _Toc71324242][bookmark: _Toc71325327][bookmark: _Toc71554144][bookmark: _Toc71569486][bookmark: _Toc71569571][bookmark: _Toc68055796][bookmark: _Toc68123947][bookmark: _Toc68124674][bookmark: _Toc71570018]When UE has not sent the 1st UL SDT attempt (during the SDT initiation phase), if CG-SDT configuration is not valid (i.e. TAT is not running or TA validation criteria of the RSRP delta threshold is not met), UE is allowed to fallback to RA-SDT.
[bookmark: _Toc71324189][bookmark: _Toc71324243][bookmark: _Toc71325328][bookmark: _Toc71554145][bookmark: _Toc71569487][bookmark: _Toc71569572][bookmark: _Toc71570019]When UE has not sent the 1st UL SDT attempt (during the SDT initiation phase), if none of the SSBs have an RSRP value above the rsrp-ThresholdSSB-CG-SDT, UE might be allowed to fallback to legacy RACH, RA-SDT or to select any SSB to initiate its 1st UL CG-SDT attempt.

1. Conclusion
The observations captured are the following:
Observation 1.	Upon triggering a failure of the SDT session, if the UE autonomously transitions into RRC_IDLE, data could be lost and lead to significantly larger delay and increased signalling.  And this could happen frequently with SDT expected operation.
Observation 2.	Upon triggering a failure of the SDT session failure, if the UE continues in RRC_INACTIVE (keeping the stored SDT configuration), this may prevent data loss and duplication of the ongoing SDT session.
Observation 3.	Recovery solution 1) serving gNB provides a new NCC and I-RNTI upon initiating any SDT mechanism (i.e. 1st DL SDT msg) for future use after current SDT session ends or terminates.
Observation 4.	Recovery solution 2) gNB provides new NCC/RNTI are provided after an abrupt termination of the SDT session with UE’s behaviour aligned with RRC Reestablishment message like operation continuing the SDT session in RRC_INACTIVE (i.e. RRC message that provides the new NCC is only integrity protected, but not cyphered, using the old keys).
Observation 5.	Recovery solution 3) UE uses horizonal key derivation for the recovery mechanism after abrupt termination of an SDT session (where data uses this new key but short MAC-I may still be calculated based on the stored key).
Observation 6.	When UE is RRC_INACTIVE with a valid SDT configuration but there is no SDT session started/ongoing (i.e. UE has not sent the 1st UL SDT attempt), this UE behaves as legacy i.e. performs cell reselection.
Observation 7.	At the initiation phase of the SDT session (i.e. UE has not sent any 1st UL attempt yet), if any of the CG-SDT specific conditions are not met/valid (i.e. TAT is not running or TA validation criteria of the RSRP delta threshold is not met), UE is allowed to fallback to RA-SDT (which would be still considered the 1st UL attempt). However, rebuilding of the MAC PDU should not be a concern (as rebuilding is not needed).
Observation 8.	When UE has not sent the 1st UL SDT attempt (during the SDT initiation phase), if CG-SDT configuration is not valid (i.e. TAT is not running or TA validation criteria of the RSRP delta threshold is not met), UE is allowed to fallback to RA-SDT.
Observation 9.	When UE has not sent the 1st UL SDT attempt (during the SDT initiation phase), if none of the SSBs have an RSRP value above the rsrp-ThresholdSSB-CG-SDT, UE might be allowed to fallback to legacy RACH, RA-SDT or to select any SSB to initiate its 1st UL CG-SDT attempt.
The proposals captured are the following:
Proposal 1.	At any time during an SDT session, if UE receives RRCRelease msg., it triggers the successful end of the ongoing SDT session, and can also indicate either of the following scenarios: (a) UE stays in RRC_INACTIVE with a valid stored suspendConfig and SDT related configuration, (b) UE stays in RRC_INACTIVE with a valid stored suspendConfig (but stored SDT related configuration is released), and (c) UE is transition into RRC_IDLE (stored suspendConfig and SDT related configuration are both released).
Proposal 2.	At any time after UE sends the 1st UL SDT, if UE receives RRCResume msg., UE follows legacy fallback to resume mechanism which guarantees the data continuity from the ongoing SDT session.
Proposal 2.1.	When fallback to Resume is used, network ensures that the data received before triggering the fallback to resume is not lost (i.e. UE does not need to retransmit it) and data transfers can continue after UE gets RRC_CONNECTED.
Proposal 3.	At any time after UE sends the 1st UL SDT, UE can inform gNB when non-SDT data is available, and it is left up to network the decision on whether/when to fallback to legacy resume.
Proposal 3.1.	When fallback to Resume is used due to non-SDT trigger (i.e. network sends RRCResume), network ensures that the data received before triggering the fallback to resume is not lost (i.e. UE does not need to retransmit it) and SDT session can continue after UE gets RRC_CONNECTED.
Proposal 4.	gNB can only send RRCSetup and RRCReject as immediate response to UE’s ResumeRequest for SDT operation.
Proposal 4.1.	When UE detects the termination of the SDT session for congestion, or fallback to setup, it is left up to UE the decision on how to handle any retransmission of the not acknowledge UL data.
Proposal 5.	An abrupt termination of an SDT session can be detected by the UE for example upon triggering 8) expiry of the SDT failure detection timer, 9) Cell reselection, 10) Lower layers indication of a failure, or 11) when non-SDT data becomes available and CCCH based approach is used.
Proposal 6.	After an abrupt termination of an SDT session, the UE continues in RRC_INACTIVE (keeping the stored SDT configuration) and initiates a recovery mechanism. FFS on the details of this recovery mechanism.
Proposal 7.	Discuss possible mechanism for UE to recover after an abrupt termination of an SDT session considering for example the following solutions:
Proposal 7.1.	Recovery solution 1) serving gNB provides a new NCC and I-RNTI upon initiating any SDT mechanism (i.e. 1st DL SDT msg) for future use after current SDT session ends or terminates
Proposal 7.2.	Recovery solution 2) gNB provides new NCC/RNTI immediately after an abrupt termination of the SDT session with UE’s behaviour aligned with RRC Reestablishment message operation continuing the SDT session in RRC_INACTIVE.
Proposal 7.3.	Recovery solution 3) UE uses horizonal key derivation for the recovery mechanism after an abrupt termination of an SDT session (where data uses this new key but short MAC-I may still be calculated based on the stored key).
Proposal 8.	After UE detects an abrupt termination of the SDT session, it is up to UE to handle the any retransmission of the not acknowledge data sent before the abrupt termination of the SDT session.
Proposal 9.	A single SDT failure detection timer (here referred as T319’-b) is used for RA-SDT and CG-SDT where this T319’-b (re)starts with every DG/CG tx/rx during a given SDT session, stops only at the end of SDT session (i.e. upon reception of RRCRelease msg) and upon expiry, UE triggers an abrupt termination of the SDT session.
Proposal 10.	The data volume new threshold is defined as an upper limit on the amount of data in the buffer (for SDT RBs) upon initiating the SDT procedure. The volume calculation accounts for the headers in the same way as legacy data volume calculations are done for BSR.
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