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Introduction
In RAN WG2 Meeting #113e, the following agreements have been achieved [1]:
	Chair: On the agreed issues below, the agreement doesn’t mean that we have agreed that there need to be a solution for it in R17. Furthermore, liberal interpretation of the text is ok.
ISSUES: In the first instance, eIAB work on multi-hop latency will focus on the following issues:

· IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

· IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

· IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
· IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

· IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel
RAN2 will not further discuss ways of evaluating success of any fairness mechanisms that may be introduced, beyond the already agreed definition of topology-wide fairness and its variants.

Chair: On the agreed issues below, the agreement doesn’t mean that we have agreed that there need to be a solution for it in R17. Furthermore, liberal interpretation of the text is ok.

ISSUES: eIAB work on topology-wide fairness will focus on the following issues

· IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

· IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.

IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)


This paper discusses enhancements to improve IAB multi-hop latency and topology-wide fairness.
2
Discussion on Multi-hop Latency
2.1 
PDB for access channel in IAB network

[image: image1.emf]gNB

DU

CU

UPF

UE

IAB-donor

donor-DU

donor-CU

UPF

IAB-MT1

IAB-DU1

IAB-MT2

IAB-DU2

IAB-MT3

IAB-DU3

UE

PDB

CN_PDB

hard-coded wireline delay

AccessCH_PDB = PDB - CN_PDB - 

hard-coded wireline delay

PDB

CN_PDB

hard-coded wireline delay

wireless BH delay = ??????

AccessCH_PDB = PDB - CN_PDB - hard-coded 

wireline delay - wireless BH delay

a) PDB of access channel in access network

b) PDB of access channel in IAB network

Not known by access IAB-node 3


Figure 1: Computation of PDB for access channels in access and IAB networks
Figure 1a shows the computation of packet delay budget (PDB) by the gNB-DU for an access RLC channel in the access network:

· The gNB-CU provides the gNB-DU with a PDB value for a given DRB/QoS flow, which defines the upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.
· The gNB-CU provides the gNB-DU with a core network PDB (CN_PDB), which represents the delay between the UPF terminating N6 and the gNB-CU.
· The gNB-DU deducts the CN_PDB (plus any static wireline delay between the gNB-CU and the gNB-DU) from the given PDB to determine the delay budget that applies for the associated access RLC channel on the radio interface.
Figure 1b shows the computation of packet delay budget (PDB) by the IAB-DU of IAB-node 3 for an access RLC channel in the IAB network. The computation cannot be completed because not all information is available at IAB-node 3. 
· The IAB-donor-CU provides IAB-DU3 with a PDB value for a given DRB/QoS flow, which defines the upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.

· The IAB-donor-CU provides IAB-DU3 with a core network PDB (CN_PDB), which represents the delay between the UPF terminating N6 and the gNB-CU.

· The IAB-DU deducts the CN_PDB, the static wireline PDB between the IAB-donor-CU and IAB-donor-DU and the wireless backhaul PDB from the given PDB to determine the delay budget that applies for the associated access RLC channel on the radio interface. This step fails because IAB-node 3 does not know the wireless backhaul PDB between the IAB-donor-DU and IAB-node 3.
Observation 1: The IAB-donor-CU presently configures the access IAB-node with the PDB b/w UE and UPF and CN_PDB b/w IAB-donor-CU and UPF per DRB.

Observation 2: The IAB-donor-CU configuration is sufficient for the access IAB-node to compute the AN_PDB per DRB.

Observation 3: Unlike access networks, in IAB networks the AN_PDB is different from the delay budget per access RLC channel because the AN_PDB additionally includes wireless backhaul delay.

Observation 4: The access IAB-node CANNOT determine the delay budget for an access RLC channel based on the present IAB-donor-CU’s configuration of PDB and CN_PDB of the associated DRB.

Proposal 1: The IAB-donor-CU provides the access IAB-node with the PDB value for the wireless backhaul for each access RLC channel.

2.2 
PDB for backhaul channel in IAB network
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Figure 2: PDB for backhaul RLC channels in IAB network; ∆>0
Figure 2 shows a multi-hop IAB-network where a packet flows through a chain of three BH RLC CHs. Each BH RLC CH has an associated PDB that is provided by the IAB-donor-CU to the respective IAB-donor-DU or IAB-DU endpoint. This PDB value defines the upper bound for the time that a packet may be delayed between the parent IAB-donor-DU/IAB-DU and the child IAB-MT.

In the example of Figure 2:

· The packet is delayed (PDB1+∆) ms before it is successfully delivered to IAB-MT1 by the IAB-donor-DU. This exceeds the PDB allocated for BH RLC CH1. The IAB-donor-DU does not know the delay that will be incurred by the packet on next hops. The IAB-donor-DU cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.
· The packet is delayed (PDB2-2.0∆) ms before it is successfully delivered to IAB-MT2 by IAB-DU1. This delay is lower that the PDB allocated for BH RLC CH2. IAB-DU1 does not know the delay incurred by the packet on prior hops. IAB-DU1 cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.

· The packet is delayed (PDB3+0.5∆) ms before it is successfully delivered to IAB-MT3 by IAB-DU2. This exceeds the PDB allocated for BH RLC CH3. IAB-DU2 does not know the delay incurred by the packet on prior hops. IAB-DU2 cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.

Observation 5: A packet delivery in multi-hop IAB may fail to meet the PDB requirement per IAB hop but still meet the total PDB requirement of the associated DRB.

Observation 6: An intermediate IAB-node does NOT know how much of the total PDB of a packet’s associated DRB is left so that it could prioritize scheduling of the packet or determine the packet’s expiration status accordingly.
One solution is to add a timestamp to the BAP header of the packet that indicates the packet’s “expiration time” with respect to an absolute clock time. The timestamp may be added at the BAP entry point, i.e. access IAB-node in UL or donor-DU in DL. Based on the PDU’s timestamp and the internal clock time, the intermediate node can determine how much of the total PDB of the packet is left. 
The scheduler further needs to have the total PDB configured for each LC. In this manner, the scheduler can apply appropriate latency-based packet prioritization for packets with same destination address. For packets with different destination address, the scheduler would require further information, e.g., remaining hop-count per destination.
Contribution [12] proposes that the BAP header carry the remaining total PDU instead of the timestamp. This approach is functionally equivalent since it uses relative time to expiry rather than the absolute time of expiry. It may allow reducing the size of the information carried in the BAP header. At the same time, it requires that each intermediate node updates the BAP header. Further, setting the remaining PDB on the BAP header is not easy since this value needs to account for latencies on egress MAC and RLC sublayers, which occur after the remaining PDB is added on BAP header.
Before discussing details related to these two solutions, RAN2 should converge to support functionality which is captured in the following proposal:
Proposal 2: Timing information such as a timestamp or remaining PDB to be carried in the BAP header so that the scheduler can perform appropriate latency-based packet prioritization.

The following should be considered for adding the timing information:

· For an absolute timestamp, the IAB-nodes on the BAP path must have a common time reference to establish common interpretation of the timestamp.

· To reduce the BAP overhead, the timing information may be restricted to, e.g., 1 to 3 bytes.

· The timing information needs to be large enough for the packet to traverse a multi-hop network.

· The resolution of the timing information needs to be high enough (to inform scheduling decisions at the IAB-nodes on the BAP path.

Proposal 3: RAN2 to consider absolute vs. relative timing information, time resolution and BAP overhead.
3
Discussion on Topology-wide Fairness

3.1 
Fairness issue IF-4
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Figure 1: Example for IAB topology using N:1 bearer mapping 

Figure 1 shows a section of an IAB topology with multiple hops. All UEs in this topology have one DRB configured to consume the same best-effort service. In this example, IAB-node 1 supports three LCs supporting the following RLC channels:

· Access RLC channel for UEA, carrying traffic for 1 non-GBR DRB

· Backhaul RLC channel for IAB-node 2, carrying traffic for 1 non-GBR DRB

· Backhaul RLC channel for IAB-node 3, carrying traffic for 10 non-GBR DRBs

Ideally, the scheduler at IAB-node 1 should provide the same resources to all DRBs. This means the scheduler at IAB-node 1 should roughly allocate for the BH RLC CH towards IAB-node 3 ten times the resources that it allocates to the access RLC CH towards UEA and ten times those for the BH RLC CH towards IAB-node 2 (not taking into account other factors like channel conditions, etc.). Otherwise, some UEs will be served very well while others will get starved.

In Rel-16 IAB, the IAB-donor-CU provides IAB-node 1 with BH RLC CH QoS for the two BH RLC CHs. Since the BH RLC CHs towards IAB-node 2 and IAB-node 3 convey non-GBR traffic, the BH RLC CH QoS IE does not include an aggregate bit rate of the traffic carried by each BH RLC CH that could be used by the scheduler of IAB-node 1 to achieve fair resource distribution between the two BH RLC CHs.

Observation 7: In Rel16 IAB, the BH QoS information of a non-GBR BH RLC CH does not include a rate or proportion metric that the IAB scheduler could use to split resources across BH RLC CHs with same-QoS DRBs.

3.2
Proposals to handle issue IF-4 
3.2.1
Using priority level per BH RLC CH

This solution is proposed in [2, 3]. The idea is that the CU configures a small priority value (i.e. high priority level) for the BH RLC CH towards IAB-node 3 and a large priority value (i.e. low priority) for the BH RLC CH towards IAB-node 2, where the assumption is that IAB-node 1 will allocate more resources to the BH RLC CH with smaller priority value (i.e. higher priority).

The QoS priority level is included in the 5QI Descriptor in the BH RLC CH QoS IE. As defined in 23.501, the QoS priority level is an integer between 1 and 127, where value 1 corresponds to the highest priority. 

There are two issues for using the QoS priority level to distribute resources between the two BH RLC CHs:

· Issue 1: There is no clear mapping between the QoS priority level and the proportion of resources to be allocated for a BH RLC CH. In figure 1, there is no clear way to encode a 10:1 proportion of resources for the BH RLC CHs towards IAB-node 3 and IAB-node 2 using the QoS priority level IE.

· Issue 2: The range of the QoS priority level is up to 127, whereas one BH RLC CH may aggregate as many as one DRB up to thousands of DRBs.

Therefore, the QoS priority level IE is not adequate to ensure fair distribution of resources over BH RLC CHs.

Observation 8: Configuration of QoS priority level is NOT adequate to handle issue IF-4. 

3.2.2
Inserting bearer ID into BAP header

This solution is proposed in [4-6]. The idea is that IAB-node 1 checks how many distinct bearer IDs are carried in the headers of the BAP PDUs conveyed by each of the BH RLC CH towards IAB-node 2 and the BH RLC CH towards IAB-node 3. In this way, IAB-node 1 can allocate more resources to the BH RLC CH corresponding to the larger number of distinct bearer IDs.

This solution is faced with the following issues:

· Issue 1: In DL direction, the bearer ID needs to be added into the BAP header at the IAB-donor-DU, which has now knowledge about which bearer a packet belongs to. The IAB-donor-DU cannot look into upper layers in the packet since they are IPsec protected.

· Issue 2: The scheduler needs to apply an additional counting mechanism to keep track of the number of bearer IDs it finds in BAP headers of all user plane packets for all RLC channels. This creates significant processing overhead. 

For these reasons, inserting a bearer ID into the BAP header is not an adequate solution to handle issue IF-4. 

Observation 9: Inserting a bearer ID into the BAP header is NOT adequate to handle issue IF-4. 

3.2.3
Scheduling of BH RLC CHs based on traffic load

This solution is proposed in [2]. We assume that traffic load refers to buffer load. The idea is that the buffer load on each BH RLC channel will scale with the number of the bearers it carries. In this manner, fairness can be achieved by prioritization of BH RLC channel with higher buffer load. 

This solution is faced with the following issue:

· Issue: It fails to account for the interaction with flow control mechanisms in upper layers.  TCP, for instance, always tries to increase throughput until the buffers are loaded and packets get dropped. For that reason, an RLC channel with only 1 bearer will be as fully loaded as one that carries many bearers. Consequently, they would get the same scheduling weight leading to lower fairness for an BH RLC channel carrying more bearers.

 For these reasons, good scheduler implementations such as the proportional-fair scheduling scheme avoid scheduling based on buffer load.

Observation 10: Scheduling of BH RLC CHs based on traffic- or buffer load is NOT adequate to handle issue IF-4.

3.2.4
CU performs load balancing across BH RLC CHs

This solution is proposed in [7]. The idea is that the donor-CU keeps the number of bearers per BH RLC at similar magnitude. If the number of bearers is much higher on a particular link, the CU configures proportionally more BH RLC CHs that share these bearers.

This solution has the following issues:

· Issue 1:  It can only provide fair treatment between access and BH RLC channels if both types of RLC channels carry a comparable number of bearers. This essentially implies that 1:1 bearer mapping is used since access RLC channels only carry a single bearer.

· Issue 2: Even if 1:1 bearer mapping is applied, the scheduler still does not know how many bearers are allocated to each BH RLC channel (i.e., that it is only one), and for this reason, it cannot be guaranteed that the scheduler implementation applies appropriate fairness.

Observation 11: Load-balancing among BH RLC CHs based on donor-CU’s implementation is NOT adequate to handle issue IF-4.
3.2.5
Configuring scheduler with the number of bearers per BH RLC CH

This is proposed in [6], [8-9]. The idea is that the donor-CU informs the IAB-node about the number of bearers carried in each BH RLC CH. In this manner, the scheduler can adjust the scheduling weight to the number of bearers carried in an RLC channel.

This solution can provide fairness among BH RLC channels as well as between BH and access RLC channels. The specification changes are minimal.

Simulation results on the performance of this solution are provided in [9] and [11].

Observation 12: Simulations verify that it is sufficient for the IAB scheduler to know the number of bearers per BH RLC channel to apply proper fairness among BH and access RLC channels.
The following proposals are made:
Proposal 4: The scheduler to be provided with information on the number of radio bearers aggregated in the BH RLC channel.
Proposal 5: The scheduler to be provided with information on the average number of radio bearers aggregated in the BH RLC channel.
Proposals 1 and 2 can be realized by including the number of radio bearers per BH RLC channel in the BH RLC channel (re-)configuration on IAB-DU and IAB-donor-DU. This indication may reflect the actual number of DRBs or a time-averaged value. It is up to the CU to decide on the update frequency and averaging time interval. As the simulations show, the scheduler applies the same behaviour based on this number if it refers to an exact or an average value. Therefore, no additional information, e.g., such as averaging time interval, 1:1 vs. N:1, etc., is needed.
4
Conclusion
This paper discussed enhancements to improve IAB multi-hop latency and topology-wide fairness. The following observations and proposals have been made: 

Observation 1: The IAB-donor-CU presently configures the access IAB-node with the PDB b/w UE and UPF and CN_PDB b/w IAB-donor-CU and UPF per DRB.

Observation 2: The IAB-donor-CU configuration is sufficient for the access IAB-node to compute the AN_PDB per DRB.

Observation 3: Unlike access networks, in IAB networks the AN_PDB is different from the delay budget per access RLC channel because the AN_PDB additionally includes wireless backhaul delay.

Observation 4: The access IAB-node CANNOT determine the delay budget for an access RLC channel based on the present IAB-donor-CU’s configuration of PDB and CN_PDB of the associated DRB.

Observation 5: A packet delivery in multi-hop IAB may fail to meet the PDB requirement per IAB hop but still meet the total PDB requirement of the associated DRB.

Observation 6: An intermediate IAB-node does NOT know how much of the total PDB of a packet’s associated DRB is left so that it could prioritize scheduling of the packet or determine the packet’s expiration status accordingly.
Observation 7: In Rel16 IAB, the BH QoS information of a non-GBR BH RLC CH does not include a rate or proportion metric that the IAB scheduler could use to split resources across BH RLC CHs with same-QoS DRBs.

Observation 8: Configuration of QoS priority level is NOT adequate to handle issue IF-4. 

Observation 9: Inserting a bearer ID into the BAP header is NOT adequate to handle issue IF-4. 

Observation 10: Scheduling of BH RLC CHs based on traffic- or buffer load is NOT adequate to handle issue IF-4.

Observation 11: Load-balancing among BH RLC CHs based on donor-CU’s implementation is NOT adequate to handle issue IF-4.
Observation 12: Simulations verify that it is sufficient for the IAB scheduler to know the number of bearers per BH RLC channel to apply proper fairness among BH and access RLC channels.
Proposal 1: The IAB-donor-CU provides the access IAB-node with the PDB value for the wireless backhaul for each access RLC channel.
Proposal 2: Timing information such as a timestamp or remaining PDB to be carried in the BAP header so that the scheduler can perform appropriate latency-based packet prioritization.

Proposal 3: RAN2 to consider absolute vs. relative timing information, time resolution and BAP overhead.
Proposal 4: The scheduler to be provided with information on the number of radio bearers aggregated in the BH RLC channel.
Proposal 5: The scheduler to be provided with information on the average number of radio bearers aggregated in the BH RLC channel.
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