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1 Introduction
WID of RAN slicing (RP-210921) was agreed in RAN#91e [1]. The related WID objectives are summarized below.

The work item aims to standardize the enhancement on RAN support of network slicing. Detailed objectives of the work item are:
   2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating     

      cases [RAN2]

      a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and 
        preambles) for slice or slice group

      b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for 
         slice or slice group
      c. Determine how this works with existing functionality, which may include how to perform RACH type selection 
        (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar 
        functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
Note: The use of Rel-17 RAN slicing enhancements in given cells shall not prevent from accessibility for Rel-15 and Rel-16 UEs.
In RAN2#113b-e [5], good progress was made on slice specific RACH, but there are still some remaining issues left. In this contribution, we further discuss these remaining issues of slice specific RACH:
· Slice grouping signaling
· Remaining aspects of RACH isolation 

· RO separation and RA-RNTI collision 

· RA type selection and fallback

· Remaining aspects of RACH prioritization
· Signaling 

· Co-existence with MPS/MCS based RACH prioritization  
2 Discussion  
2.1 Slice grouping signalling

When slice number is large, it will cause issues for both Solution 1 and Solution 2, i.e. resource fragment for RACH resource isolation and too many prioritized parameters for the UE. RAN2#113b-e [5] also has agreed below agreement with FFS on slice group details:

· Slice specific RACH is only applicable if there is slice information (e.g., slice group or slice related operator defined access category) available for AS layer when access. FFS on details of slice group.
Therefore, slice grouping is necessary to be introduced. In Section 5.2.2 of TR 38.832 [2], it has captured to introduce slicing grouping for slice specific RACH, but it is FFS whether to define a new grouping mechanism or reusing UAC access category:  

Slice group is supported for solution 1 and solution 2. Whether to define a new grouping mechanism or reusing UAC access category is left to WI phase.

Observation 1: Section 5.2.2 of TR 38.832 has captured to introduce the slice grouping, and thereby the only FFS is whether to define a new grouping mechanism or reusing UAC access category

As our discussion in companion contribution on slice specific cell reselection [6], we prefer to define a new grouping mechanism from a set of S-NSSAIs to a slice group via NAS signaling because we believe reusing UAC access category is not a clean solution:

· Access category was not designed to indicate slice info. So, there is not 1:1 mapping between them. Then, some slice info may not be derived if they belong to same access category (e.g. some paid/dedicated eMBB slices on top of common eMBB slices)
· Not all the S-NSSAIs belonging to one access category can be supported by gNB, which may cause misunderstanding between UE and gNB on the supported slice.
· UAC is a PLMN concept used for access control. According to TS 38.331 [4], if a slice is not supported by a certain cell, the relevant access category has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
Observation 2: Reusing UAC access category to configure slice grouping is not a clean solution due to below issues:

· Some slice info may not be derived if they belong to same AC
· Not all slices in one AC can be supported by gNB, which may cause misalignment between UE and gNB

· If a slice is not supported by a certain cell, the relevant AC has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
We think the same slice grouping mechanism / signaling can be applied to both slice specific cell reselection and RACH. Then, a followed question is whether to configure slice grouping via NAS, or SIB or RRC. As discussed in our companion contribution [6], we prefer to use NAS signaling because slice grouping may be UE dedicated and it can reduce overhead of SIB broadcasting.  
Proposal 1: For both slice specific cell reselection and slice specific RACH, introduce a common slice grouping via a configured mapping from a set of S-NSSAIs to a slice group via NAS signaling
Another related issue is when the UE’s intended slices include more than 1 S-NSSAIs (e.g. both eMBB and URLLC in location 1), it is not clear how the UE can determine the slice priority. We also discussed this issue in our companion contribution on slice specific cell reselection [6]. There are below 3 alternatives:

· Alt-1: Leave it to UE implementation

· Alt-2: Request SA2/CT1 to introduce slice priority in NAS signaling

· Alt-3: Slice priority is implicitly derived (e.g. via its entry order in allowed S-NSSAI)

We tend to agree that a new NAS signaling on slice priority is the cleanest solution (i.e. Alt-2). The only concern is that it has inter-WG impact to SA2/CT1. However, this is an early stage of WI phase and we also need to send LS to SA2/CT1 on NAS signaling of slice grouping, according to Proposal 1. Therefore, we think in the LS to SA2/CT1, RAN2 can include the request for NAS signaling on both cell grouping signaling and slice priority.   

Proposal 2: For both slice specific cell reselection and slice specific RACH, introduce a common NAS signaling of slice priority when the UE has more than one intended slices

Proposal 3: RAN2 send LS to SA2 to request them to specify NAS signaling of slice grouping and slice priority when the UE has more than one intended slices 
2.2 Remaining aspects of RACH isolation

2.2.1 Signalling details of RACH partitioning 
In RAN2#113b-e [3], it made a high-level agreement on RACH resource separation:

Agreements
1 RAN2 aims to support both RO partition and preambles partition.

However, it is not clear the details of partitioning signaling. In 2-step RACH specified in Rel-16 [3][4], a separate IE RACH-ConfigCommonTwoStepRA can configure separate RO and/or separate preambles for 2-step RACH [4]: 
RACH-ConfigCommonTwoStepRA-r16 ::=                   SEQUENCE {

    rach-ConfigGenericTwoStepRA-r16                      RACH-ConfigGenericTwoStepRA-r16,

    msgA-TotalNumberOfRA-Preambles-r16                   INTEGER (1..63)                     OPTIONAL, -- Need S

    msgA-SSB-PerRACH-OccasionAndCB-PreamblesPerSSB-r16   CHOICE {

        oneEighth                                            ENUMERATED {n4,n8,n12,n16,n20,n24,n28,n32,n36,n40,n44,n48,n52,n56,n60,n64},

        oneFourth                                            ENUMERATED {n4,n8,n12,n16,n20,n24,n28,n32,n36,n40,n44,n48,n52,n56,n60,n64},

        oneHalf                                              ENUMERATED {n4,n8,n12,n16,n20,n24,n28,n32,n36,n40,n44,n48,n52,n56,n60,n64},

        one                                                  ENUMERATED {n4,n8,n12,n16,n20,n24,n28,n32,n36,n40,n44,n48,n52,n56,n60,n64},

        two                                                  ENUMERATED {n4,n8,n12,n16,n20,n24,n28,n32},

        four                                                 INTEGER (1..16),

        eight                                                INTEGER (1..8),

        sixteen                                              INTEGER (1..4)

    }                                             OPTIONAL, -- Cond 2StepOnly

    msgA-CB-PreamblesPerSSB-PerSharedRO-r16              INTEGER (1..60)                OPTIONAL, -- Cond SharedRO

We tend to think the same approach can be reused for slice specific RACH isolation, i.e. separated RO and/or separate preamble can be configured non-overlapping with the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA. And we can leave the flexibility for network to configure either separate RO or separate preamble for the specific slice or slice group. 
Proposal 4: RAN2 confirm for a slice group, separated RO and/or separate preamble can be configured without overlapping with the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA
2.2.2 RA-RNTI collision 

In offline#252 of RAN2#113b-e [7], the issue whether there is collision between RA-RNTI of slice specific RACH and legacy RACH RNTI was discussed, but no conclusion was made due to diverse views among different companies. 
It is worth noting that a similar issue was discussed in NR Rel-15 extensively: whether there is collision of CFRA RA-RNTI and CBRA RA-RNTI. We list all the related discussion notes in NR Rel-15 in Appendix 1. And the conclusion is summarized below:
· RA-RNTI collision doesn’t happen in shared RO 

· RA-RNRI collision may happen in separate RO because f_id is a relative value (range is 0-8). However, there is no need to specify a solution because Network implementation can resolve it (e.g. configure different RA search space or rely on contention resolution in Msg4)  
Observation 3: Similar RA-RNTI collision issue (between CFRA and CBRA) was extensively in NR Rel-15. The conclusion is:

· RA-RNTI collision doesn’t happen in shared RO 

· RA-RNRI collision may happen in separate RO because f_id is a relative value (range is 0-8). However, there is no need to specify a solution because Network implementation can resolve it 
Because the concerned issue is quite similar to the one discussed in NR Rel-15, we don’t see strong argument to deviate from NR Rel-15 conclusion because introducing a new RA-RNTI will occupy limited space of RA-RNTI. Furthermore, we don’t prefer to reopen similar discussion in a Rel-17 WI with tight schedule. Thus, we propose:
Proposal 5: Same as NR Rel-15 conclusion, RAN2 conclude that there is no RA-RNTI collision between slice specific RACH and legacy RACH in shared RO 
Proposal 6: Same as NR Rel-15 conclusion, RAN2 conclude that the RA-RNTI collision between slice specific RACH and legacy RACH may happen in separate RO, but it can be left to Network implementation to resolve it (e.g. configure different RA search space or rely on contention resolution)
2.2.3 RA type selection and fallback
Another important issue is how slice specific RACH isolation works with existing 2-step RACH, i.e. how to perform RACH type selection (e.g. selection between 2-step and 4-step RACH) and RACH fallback, which are captured in objective 2.c of WID (RP-210921) [1]:  
      c. Determine how this works with existing functionality, which may include how to perform RACH type selection 
        (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar 
        functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
In RAN2#113b-e [5], this issue was discussed extensively and below agreements were made:

3 Network can configure slices with 4-step or 2-step (or both) RA resources.

4 Legacy 2-step RA fallback mechanism is supported. 
· 4: To ensure the backward compatibility, it is RAN2’s common understanding that common RACH resource should be configured in initial BWP if the slice specific RACH resource is configured in initial BWP.
· 5.1: RACH type selection between 2-step slice specific RACH and 4-step slice specific RACH is based on a RSRP threshold.

· FFS to introduce a slice specific threshold or reuse the legacy threshold.

· FFS UE should first select between slice specific RA and common RA or UE should first select RA type between 2-step RA and 4-step RA

· 5.2: The table from R2-2104322 can be used for further discussion. 
	Cases
	RACH resource configuration in one BWP
	RACH type selection for slice triggered access
	Fallback after MSGA or MSG1 attempt number beyond threshold

	Case 1
	2-step slice specific RACH
4-step common RACH
	FFS Always perform 2-step slice specific RACH
	Fallback to 4-step common RACH

	Case 2
	2-step slice specific RACH
4-step slice specific RACH
4-step common RACH
	RACH type selection based on RSRP threshold
	Fallback to 4-step slice specific RACH.

FFS Fallback from 4-step slice specific RACH to 4-step common RACH

	FFS Case 3 is valid
	4-step slice specific RACH
2-step common RACH
	FFS Always perform 4-step slice specific RACH
	FFS:
No fallback vs. Fallback to common RACH

	Case 4
	4-step slice specific RACH
4-step common RACH
	Always perform 4-step slice specific RACH
	FFS:

No fallback vs. Fallback to common RACH

	Case 5
	2-step slice specific RACH
2-step common RACH
4-step slice specific RACH
4-step common RACH
	RACH type selection based on RSRP threshold
	Fallback to 4-step slice specific RACH. 
FFS Fallback from 4-step slice specific RACH to 4-step common RACH.

	FFS

Case 6 is valid
	2-step slice specific RACH
2-step common RACH
	Always perform 2-step slice specific RACH
	FFS:

No fallback vs. Fallback to common RACH

	Case 7
	2-step slice specific RACH
2-step common RACH
4-step common RACH
	FFS Always perform 2-step slice specific RACH
	Fallback to 4-step common RACH. 

No fallback to 2-step common RACH.



	FFS

Case 8 is valid
	4-step slice specific RACH
2-step common RACH
4-step common RACH
	FFS Always perform 4-step slice specific RACH
	FFS Fallback from 4-step slice specific RACH to 4-step common RACH.


 
We share our views on these FFSs respectively:

FFS#1: whether to introduce a slice specific threshold or reuse the legacy threshold
We don’t see strong need to introduce a slice specific threshold due to below reasons:

1) The intention of RSRP threshold is to avoid UE with poor coverage performing 2-step RACH, especially for PUSCH decoding of MsgA. However, slice RACH isolation doesn’t change UE’s coverage status. 

2) Legacy RSRP threshold is included in SIB1 because it is an essential IE for UE’s first RACH attempt. Then if we introduce slice specific threshold, it will increase payload size of SIB1, especially when multiple slice groups are configured
Observation 4: The intention of RSRP threshold is to avoid UE with poor coverage performing 2-step RACH, especially for PUSCH decoding of MsgA. However, slice RACH isolation doesn’t change UE’s coverage status
Thus, we propose:
Proposal 7: Reuse the legacy RSRP threshold for RA type selection of slice specific RACH, i.e. no need to introduce slice specific RSRP threshold

FFS#2: whether UE should first select between slice specific RA and common RA or UE should first select RA type between 2-step RA and 4-step RA
We think it doesn’t make sense that Network reserved isolated RACH resource for some slice traffic, but the UE selects common RACH just based on RSRP. It is conflicted with the intention to introduce slice specific RACH. Thus, we prefer the UE to first selection between slice specific RA and common RA. 
Observation 5: It doesn’t make sense that Network reserved isolated RA resource for some slice traffic, but the UE selects common RA just based on RSRP. It is conflicted with the intention to introduce slice specific RACH
Please note that this discussed FFS covers the 4 FFSs in the column of “RACH type selection for slice triggered access” for case 1/3/7/8. Thus, these FFS in the table can be removed.
Proposal 8: UE should first select between slice specific RA and common RA. Correspondingly, the 4 FFSs in the column of “RACH type selection for slice triggered access” for case 1/3/7/8 can be removed
FFS#3: whether to introduce a new fallback from slice specific RACH to common RACH
Please note that this FFS covers the following FFSs in the column of “Fallback after MSGA or MSG1 attempt number beyond threshold” of the table:

· FFS on fallback from 4-step slice specific RACH to 4-step common RACH in Case 2/4/5/8
· FFS on fallback from 4-step slice specific RACH to 2-step common RACH in Case 3

· FFS on fallback from 2-step slice specific RACH to 2-step common RACH in Case 6

We are not convinced with the benefit to introduce this fallback, unless UE can know heavier congestion on slice specific RACH resource than common RACH. 
Observation 6: The new fallback from slice specific RACH to common RACH can bring benefit only when UE can know heavier congestion on slice specific RACH resource than common RACH
However, the UE doesn’t know the load difference from common RACH. We tend to simplify the procedure.
Proposal 9: No need to introduce a new fallback from slice specific RACH to common RACH (including fallback from 4-step slice specific RA to 4-step common RA in Case 2/4/5/8, fallback from 4-step slice specific RA to 2-step common RA in Case 3 and fallback from 2-step slice specific RA to 2-step common RA in Case 6)
FFS#4: whether to support Case 3/6/8

We agree that some cases (e.g. Case 3) are strange and should not be preferred. However, these 3 cases are valid Network configuration. Generally, we don’t make restriction on Network configuration but leave the flexibility to Operators. We tend to keep this general principle. Thus, we propose: 
Proposal 10: To provide Network configuration flexibility, support Case 3/6/8 in specification
Finally, as a summary, we update the table based on Proposal 7-10.

	Cases
	RACH resource configuration in one BWP
	RACH type selection for slice triggered access
	Fallback after MSGA attempt number beyond threshold

	Case 1
	2-step slice specific RACH
4-step common RACH
	Always perform 2-step slice specific RACH
	Fallback to 4-step common RACH

	Case 2
	2-step slice specific RACH
4-step slice specific RACH
4-step common RACH
	RACH type selection based on RSRP threshold
	Fallback to 4-step slice specific RACH.

No Fallback from 4-step slice specific RACH to 4-step common RACH

	Case 3 
	4-step slice specific RACH
2-step common RACH
	Always perform 4-step slice specific RACH
	No fallback to common RACH

	Case 4
	4-step slice specific RACH
4-step common RACH
	Always perform 4-step slice specific RACH
	No fallback to common RACH

	Case 5
	2-step slice specific RACH
2-step common RACH
4-step slice specific RACH
4-step common RACH
	RACH type selection based on RSRP threshold
	Fallback to 4-step slice specific RACH. 
No Fallback from 4-step slice specific RACH to 4-step common RACH.

	Case 6 
	2-step slice specific RACH

2-step common RACH
	Always perform 2-step slice specific RACH
	No fallback to common RACH

	Case 7
	2-step slice specific RACH

2-step common RACH

4-step common RACH
	Always perform 2-step slice specific RACH
	Fallback to 4-step common RACH. 

No fallback to 2-step common RACH.



	Case 8 
	4-step slice specific RACH

2-step common RACH

4-step common RACH
	Always perform 4-step slice specific RACH
	No Fallback from 4-step slice specific RACH to 4-step common RACH.


     Table 1: Updated RA type selection and fallback table based on Proposal 7-10
2.3 Aspects of RACH prioritization

In WID objective of RAN slicing (RP-210921) [1], it clearly indicated to specify slice specific RACH parameters prioritization (a.k.a. RACH prioritization). 

   2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating     

      cases [RAN2]

      b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for 
         slice or slice group.
In RAN2#113b-e [5], the following agreements were made with two FFSs:

2
scalingFactorBI and powerRampingStepHighPriority can be configured at least in SIB (FFS for dedicated RRC signalling).
·  6: RAN2 confirms that the issue of prioritization parameter collision with MPS/MCS need to be resolved. There is UE based solution (option 1, fixed rule) or network based solution (option 2, configurable rule) or both. Discussion on pros and cons can be left to next meeting.

For the first FFS, we think there is no need to introduce dedicated RRC signaling because it was agreed to prioritize slice specific RACH for IDLE and INACTIVE UE. Then, SIB should be sufficient.
· 2: RAN2 will prioritize the discussion for slice specific RACH for IDLE and INACTIVE mode. And CONNECTED mode is down prioritized and can be considered if time allows. 

Proposal 11: In slice specific RACH prioritization, scalingFactorBI and powerRampingStepHighPriority are only configured in SIB (i.e. not configured via dedicated RRC signaling)

The 2nd FFS is how slice specific RACH prioritization works with existing RA prioritization for MPS/MCS, i.e. how to handle simultaneous configuration with more than one set of RA prioritization parameters (e.g. one MPS/MCS UE may be configured with two sets of prioritization parameters: one set for MPS/MCS and the other set for urgent slice arriving). 
Although the simplest solution is to specify some fixed prioritization rule, e.g. slice/slice group always overrules MPS/MCS. However, considering RAN2 is introducing RACH prioritization for different scenarios / cases ever from Rel-15 to Rel-17, we tend to think specifying a flexible / configurable way is more forward compatible way. Specifically, a priority value can be configured for each RA prioritization parameters set (e.g. one set for MPS/MCS and another set for URLLC slice), and the UE’s AS selects the set of RACH prioritization parameters with highest priority to perform RACH. This priority value can also be pre-configured via UE’s subscription. 
Observation 7: Considering RAN2 is introducing RACH prioritization for different scenarios / cases ever from Rel-15 to Rel-17 (BFR/HO → MPS/MCS → Slice), specifying a flexible / configurable way is more forward compatible way 

Proposal 12: For each RA prioritization parameters set, a priority value can be configured by gNB or pre-configured via UE’s subscription. And the UE’s AS selects the set of RACH prioritization parameters with highest priority to perform RACH 
It is also possible that no priority value is (pre)configuration, especially for legacy system. In this case, we prefer to specify a default rule as well. To guarantee the fairness among UEs initiating the same slice, slice specific RA prioritization parameter should override MPS/MCS specific RA prioritization parameter.
Proposal 13: If no priority value is (pre)configured for RA prioritization parameters set, slice specific RA prioritization parameter should override MPS/MCS specific RA prioritization parameter, to guarantee the fairness among UEs initiating the same slice

3 Conclusion
In this contribution, we further discuss slice specific RACH. Our observations:
Observation 1: Section 5.2.2 of TR 38.832 has captured to introduce the slice grouping, and thereby the only FFS is whether to define a new grouping mechanism or reusing UAC access category

Observation 2: Reusing UAC access category to configure slice grouping is not a clean solution due to below issues:

· Some slice info may not be derived if they belong to same AC
· Not all slices in one AC can be supported by gNB, which may cause misalignment between UE and gNB

· If a slice is not supported by a certain cell, the relevant AC has to be included in SIB message of all cells in this PLMN, which will bring significant SIB overhead and impacts on the Network side.
Observation 3: Similar RA-RNTI collision issue (between CFRA and CBRA) was extensively in NR Rel-15. The conclusion is:

· RA-RNTI collision doesn’t happen in shared RO 

· RA-RNRI collision may happen in separate RO because f_id is a relative value (range is 0-8). However, there is no need to specify a solution because Network implementation can resolve it 
Observation 4: The intention of RSRP threshold is to avoid UE with poor coverage performing 2-step RACH, especially for PUSCH decoding of MsgA. However, slice RACH isolation doesn’t change UE’s coverage status

Observation 5: It doesn’t make sense that Network reserved isolated RA resource for some slice traffic, but the UE selects common RA just based on RSRP. It is conflicted with the intention to introduce slice specific RACH
Observation 6: The new fallback from slice specific RACH to common RACH can bring benefit only when UE can know heavier congestion on slice specific RACH resource than common RACH
Observation 7: Considering RAN2 is introducing RACH prioritization for different scenarios / cases ever from Rel-15 to Rel-17 (BFR/HO → MPS/MCS → Slice), specifying a flexible / configurable way is more forward compatible way 
Based on discussion, our proposals are:

Slice grouping signaling:

Proposal 1: For both slice specific cell reselection and slice specific RACH, introduce a common slice grouping via a configured mapping from a set of S-NSSAIs to a slice group via NAS signaling
Proposal 2: For both slice specific cell reselection and slice specific RACH, introduce a common NAS signaling of slice priority when the UE has more than one intended slices

Proposal 3: RAN2 send LS to SA2 to request them to specify NAS signaling of slice grouping and slice priority when the UE has more than one intended slices 
RO separation and RA-RNTI collision:

Proposal 4: RAN2 confirm for a slice group, separated RO and/or separate preamble can be configured without overlapping with the existing RACH-ConfigCommon and RACH-ConfigCommonTwoStepRA
Proposal 5: Same as NR Rel-15 conclusion, RAN2 conclude that there is no RA-RNTI collision between slice specific RACH and legacy RACH in shared RO 
Proposal 6: Same as NR Rel-15 conclusion, RAN2 conclude that the RA-RNTI collision between slice specific RACH and legacy RACH may happen in separate RO, but it can be left to Network implementation to resolve it (e.g. configure different RA search space or rely on contention resolution)
RA type selection and fallback:
Proposal 7: Reuse the legacy RSRP threshold for RA type selection of slice specific RACH, i.e. no need to introduce slice specific RSRP threshold

Proposal 8: UE should first select between slice specific RA and common RA. Correspondingly, the 4 FFSs in the column of “RACH type selection for slice triggered access” for case 1/3/7/8 can be removed
Proposal 9: No need to introduce a new fallback from slice specific RACH to common RACH (including fallback from 4-step slice specific RA to 4-step common RA in Case 2/4/5/8, fallback from 4-step slice specific RA to 2-step common RA in Case 3 and fallback from 2-step slice specific RA to 2-step common RA in Case 6)
Proposal 10: To provide Network configuration flexibility, support Case 3/6/8 in specification
RACH prioritization:

Proposal 11: In slice specific RACH prioritization, scalingFactorBI and powerRampingStepHighPriority are only configured in SIB (i.e. not configured via dedicated RRC signaling)

Proposal 12: For each RA prioritization parameters set, a priority value can be configured by gNB or pre-configured via UE’s subscription. And the UE’s AS selects the set of RACH prioritization parameters with highest priority to perform RACH 
Proposal 13: If no priority value is (pre)configured for RA prioritization parameters set, slice specific RA prioritization parameter should override MPS/MCS specific RA prioritization parameter, to guarantee the fairness among UEs initiating the same slice
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Appendix 1
RAN2#102
R2-1808424
Discussion on the ambiguity in Msg2 reception
ZTE Corporation
discussion
Rel-15
38.321
NR_newRAT-Core
Late

- 
Ericsson think we discussed this earlier and agreed that the network can resolve this by configuration. 

- 
Huawei think that we can anyway resolve this by Contention resolution. 

- 
ZTE think this was not discussed before because this was introduced last meeting when it was introduced separate resource pools for CF and CB resources. 

· Noted
RAN2-Adhoc-1807
R2-1809661
Discussion on the ambiguity in Msg2 reception
ZTE Corporation
discussion
Rel-15
NR_newRAT-Core
R2-1808424
· Noted

R2-1810082
RA-RNTI ambiguity
Ericsson
discussion
Rel-15
NR_newRAT-Core

· Noted
DISCUSSION on the two papers above

· Huawei think no change is needed. This is very unlikely to happen and can be avoided by network configuration. Samsung think this can only happen for handover, and agrees with Huawei that it can be handled by network configuration. 

· ZTE think there are 3 resource pools, CFRA, CBRA and for SI request (new agreement in CP session). 

· Nokia are not convinced there is an issue. But if a solution is needed, Nokia would prefer the Ericsson solution.

Offline (110), Proponents can attempt to convince others that something is needed anc vice versa (ZTE)

R2-1810802
Offline Discussion#110 on Ambiguity in Msg.2 reception
ZTE

P1: 

· LG think that RA-RNTI can collide but the ID provided in RAR should be sufficient to differentiate the RACH resource used. LG suggest to postpone. ZTE think the ID can be the same. 

· CATT think that the LG solution doesn’t work

P2: 

· Lenovo think there was a clear majority that the network can handle this. 

· Noted

RAN2#103
R2-1811615
Solution to RA-RNTI ambiguity
Ericsson
discussion
Rel-15
NR_newRAT-Core
R2-1810082

· LG think we already discussed and agreed this could be handled by UE implementation. Samsung agrees.

· ZTE agrees with the intention of Ericsson but would like to check. 

· Samsung think we need a lot more discussion

· Noted

R2-1811616
Signaling to resolve RA-RNTI ambiguity
Ericsson
CR
Rel-15
38.321
15.2.0
0355
-
F
NR_newRAT-Core

· postpone

RAN2#103b

RA-RNTI Ambiguity

R2-1814044
Discussion on the ambiguity in Msg2 reception
ZTE Corporation, Sanechips
discussion
Rel-15
NR_newRAT-Core
R2-1809661
=>
Noted

R2-1814535
CR to 38.321 on the ambiguity in Msg2 reception
ZTE Corporation, Sanechips
CR
Rel-15
38.321
15.3.0
0447
-
F
NR_newRAT-Core

=>
Not treated

R2-1814781
Solution to RA-RNTI ambiguity
Ericsson
discussion
Rel-15
NR_newRAT-Core
R2-1811615

=>
Noted 

R2-1814782
Signaling to resolve RA-RNTI ambiguity
Ericsson
CR
Rel-15
38.321
15.3.0
0355
1
F
NR_newRAT-Core
R2-1811616

=>
The CR is revised in R2-1815653

R2-1815653
Signaling to resolve RA-RNTI ambiguity
Ericsson, ZTE
CR
Rel-15
38.321
15.3.0
0355
1
F
NR_newRAT-Core
R2-1811616

=>
The CR is not pursued

Discussion on RA-RNTI ambiguity 

-
CATT asks why it cannot be handled by network configuration.  ZTE explains that it is difficult for the network to handle this especially in FR2

-
LG is not convinced with the existence of the issue 

-
Qualcomm is concerned with the CR as there is an issue with backward compatibility.  ZTE explains that we can add a capability.  Nokia thinks that if we add a capability the UE’s won’t implement it anyways 

-
CATT thinks it can be handled by gNB implementation. Oppo and Intel is also concerned with backward compatibility. 

=>
UE vendors do not agree to do this in Rel-15

