Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG-RAN WG2 Meeting #113bis-e	R2-2104123
Electronic, 12th – 20th April, 2021                          		
Agenda Item:	   8.4.2 
Source: 	   Huawei, HiSilicon
Title:	   Enhancements for topology-wide fairness, multi-hop latency and congestion mitigation
Document for:	   Discussion
[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In last RAN2 meeting, enhancements for topology-wide fairness, multi-hop latency and congestion mitigation were discussed, and made the following agreements [1].
=> ISSUES: eIAB work on topology-wide fairness will focus on the following issues
IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)
IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.
IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)
=> ISSUES: In the first instance, eIAB work on multi-hop latency will focus on the following issues
IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency
IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs
IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel
=> R2 has concluded that there is sufficient interest among companies to address the following two issues:
IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.
Both IC-1 and CI-7 are related to RAN3. RAN3 seems to also work on this, so to what extent R2 shall work on this is currently not clear. 
In this paper, we further discuss the above issues, as well as the enhancement for congestion migration.  
Discussion
Topology-wide fairness
IF-1&IF-2:
	IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)


In R16, since IAB-donor-CU knows the whole network topology and the link quality of each hop, the per BH RLC channel QoS that the IAB-donor-CU configures to IAB node has already taken into account the link qualities across multiple hops. Thus the IAB node can guarantee the fairness of the scheduling of different BH RLC channels. Therefore, there is no need to optimize for IF-1. 

	IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.


For IF-2, similarly, based on the existing mechanism in R16, IAB-donor-CU can configure to the IAB node the same priority for the BH RLC channels carrying UE bearers with same or similar QoS requirements. Therefore, the network should ensure that the QoS requirements configured for each BH RLC channel are met, no matter if the finally achieved performance are the same among different BH RLC channels, so no needs to optimize. 
Proposal 1: The optimizations for IF-1 and IF-2 are not needed in Rel-17, which can be resolved by proper implementation. 

IF-4:
	IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)


For GBR bearers, IAB-donor-CU can configure the guaranteed bit rate on its mapped BH RLC channel, so the IAB scheduling can achieve the fairness among the BH RLC channels with different aggregated loads. However, for non-GBR bearer, in the case of N:1 mapping, the IAB node does not know the number of these bearers mapped to the BH RLC channel, so it cannot give more resources to those BH RLC channels with higher aggregated bearers.
For this issue, a solution is that the IAB node can be informed to know the number of aggregated bearers configured for each BH RLC channel [2]. However, we think this solution may not achieve the fairness because of the following reasons:
1. Although the IAB node knows the number of aggregated bearers configured in the BH RLC channel, it does not know the number of aggregated bearers which actually have traffic to be transmitted in this BH RLC channel at a time. 
For example, there are BH RLC channel#1 and BH RLC channel#2 on the IAB node, and the number of aggregated bearers configured in channel#1 is 3, while the number of aggregated bearers configured in BH RLC channel#2 is 6. Actually, there may be 3 aggregated bearers with data transmitted on channel#1, but only 2 bearers have data to be transmitted on BH RLC channel#2. In this case, based on the above solution, BH RLC channel#2 would be always allocated with more resources by the IAB node, which is unfair obviously.  
2. Although the IAB node knows the number of aggregated bearers configured in the BH RLC channel, it does not know the amount of data transmitted on each bearer in this BH RLC channel.  
For example, if the number of aggregated bearers configured in BH RLC channel#1 is less than the number of aggregated bearers configured in BH RLC channel#2, but the amount of data actually transmitted in BH RLC channel#1 is larger than the amount of data transmitted in BH RLC channel#2, it is obviously also unfair to allocate more resources to BH RLC channel#2.
Observation 1: The data rate requirement and fairness can be guaranteed for the GBR bearer or the bearer configured with 1:1 mapping.
Observation 2: The solution of only making IAB nodes aware of the number of aggregated bearers configured in the BH RLC channel cannot achieve the fairness for IF-4, since the IAB node does not know the number of bearers which actually have data to be transmitted at a time and the amount of data to be transmitted in each bearer mapped to this BH RLC channel. 
For non-GBR bearer with N:1 mapping, we think the fairness in IF-4 can be achieved through the following options. 
· Option 1: Similar to GBR bearer, the IAB-donor-CU configures the “bit rate to be scheduled” on each BH RLC channel for non-GBR bearer. 
· CU will ensure the fairness by considering the number of bearers and traffic rate of each bearer
· Option 2: The IAB scheduling uses the UE bearer ID in the BAP header. That means in this option, the IAB node can know how many bearers which actually have data to be transmitted in the BH RLC channel.
· IAB can know the UE bearer of each packet, to control the fairness among bearers. 
Both these options are feasible, and RAN2 needs to consider. 
Proposal 2: R2 to discuss the following solutions for IF-4, only for non-GBR bearers with N:1 mapping:
· Option 1: IAB-donor-CU configures the “bit rate to be scheduled” on each BH RLC channel, so that the IAB scheduler can achieve the fairness among the BH RLC channels with different aggregated load by taking account this parameter. 
· Option 2: The IAB scheduler uses the UE bearer ID in the BAP header to achieve the fairness among the BH RLC channels. 

LCG extension for fairness:
In addition to the above discussion, we believe that LCG extension is another way to enhance the IAB scheduling fairness. 
More LCGs means less LCHs in each LCG, then the BSR can provide more accurate information about the buffer data in each BH RLC channel. For example, in case two UE bearers both have 100ms E2E PDB, one to be traversed over 2 hops while the other of 4 hops, from the perspective of fairness, they should have different scheduling priorities for their LCH, and should not be categorized into a same LCG in backhaul link. In other words, the network needs more specific information to understand which LCH the reported buffer size belongs to. Therefore, LCG space should be extended to accommodate finer information to improve scheduling fairness in multi-hop IAB networks. 
Proposal 3: R2 to consider extending the LCG number (i.e. IL-2) as a solution for fairness improvement, rather than latency reduction. 

Multi-hop latency
IL-1:
	IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency


In R16, it is sufficient for IAB node to know per hop PDB which was configured by IAB-donor-CU, since the IAB-donor-CU implementation can ensure the overall PDB to be met by configuring proper PDB values on each hop along the path. Therefore, there is no need to optimize for IL-1. 
Proposal 4: The optimization for IL-1 is not needed in Rel-17, which can be resolved by proper implementation. 

IL-3:
For the buffer size calculation of Pre-emptive BSR, it is left to implementation in R16. However, if different IAB nodes don’t have the same principle for buffer size calculation, some aggressive IAB nodes may report the Pre-emptive BSR with larger buffer size values than the actual amount of expected data, in order to request more UL resource and optimize their own UL transmission efficiency. In other words, it will cause vicious competition among different IAB nodes, especially when IAB nodes are from different vendors. Therefore, buffer size calculation for Pre-emptive BSR needs to be specified in R17 to ensure fair resource allocation.
Observation 3: Buffer size calculation for Pre-emptive BSR needs to be specified in R17, in order to align the principle among different IAB nodes and achieve fair resource allocation.
As mentioned in TS 38.321, the Pre-emptive BSR may be triggered by UL grant which is provided to the child IAB node or the UE, or by BSR which is received from child IAB nodes or UEs, and the buffer size identifies the total amount of the data expected to arrive at the IAB node and the Pre-emptive BSR should not include the volume of data currently available in the IAB-MT. However, this description of buffer size calculation is not clear. 
Therefore, we suggest that no matter the Pre-emptive BSR is triggered by UL grant or BSR, the buffer size corresponding to each egress LCG is calculated as: for the associated one or multiple ingress LCG(s), the sum of the latest received BSRs from child nodes/UEs minus the arrived data from child node after receiving the BSR(s).
Proposal 5: For the Pre-emptive BSR (i.e. IL-3), R2 specify that the buffer size corresponding to each egress LCG is calculated as: the total amount, for the associated one or multiple ingress LCG(s), of the latest received BSRs from child nodes/UEs MINUS the already arrived data volume from child nodes/UEs after receiving the BSRs.

IL-5&IL-6:
	IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel


For IL-5 and IL-6, we agree that the IAB-donor-CU is unable to put bearers with lower PDB on routs with less congestion risk, and also unable to configure routing based on actual latency per BH RLC channel. The solution to these issues is for IAB-DU to report the information of BH link status to the IAB-donor-CU. However, this discussion belongs to RAN3 scope, and RAN2 needs to ask RAN3 to further discuss. 
Proposal 6: For IL-5 and IL-6, R2 should ask R3 to decide on the need of BH link status (e.g. load/latency) reporting to IAB-donor-CU. 

Congestion migration
UL HbH flow control:
In R16, only DL HbH flow control was finally introduced, and UL HbH flow control was left to implementation, e.g. UL scheduling. 
For DL HbH flow control, per ingress BH RLC CH and/or per BAP routing ID level feedback can be reported to parent node, so the parent node can throttle the DL data with the corresponding BH RLC CH and/or BAP routing ID. In the last meeting, RAN2 agreed that local rerouting can be triggered by indication of hop-by-hop flow control. That means, the local re-routing based on DL HbH flow control is supported. 
From the UL data transmission point of view, the mechanism can be also supported. As shown in Figure 1, if the BH link between IAB node 1 and IAB node 4 or some BH RLC CHs in this BH link suffer congestion, IAB node 2 can reroute the data that originally needs to be transmitted over this BH link to another available path to the same destination, based on the received UL flow control feedback from the IAB node 1. However, currently, there is no UL HbH flow control feedback defined. Therefore, in order to support the upstream local rerouting based on UL flow control feedback, UL HbH flow control mechanism needs to be introduced in R17.
[image: ]
Figure 1 An example for local rerouting based on UL flow control feedback
Observation 4: R2 agreed the local re-routing based on DL HbH flow control, and the same principle can be reused for local re-routing based on UL flow control feedback. 
Proposal 7: R2 to introduce the UL HbH flow control feedback, to support congestion based uplink local rerouting.
Conclusion
In this paper, we further discuss remaining on enhancements for topology-wide fairness, multi-hop latency and congestion mitigation, and provide the following observations and proposals:
Observation 1: The data rate requirement and fairness can be guaranteed for the GBR bearer or the bearer configured with 1:1 mapping.
Observation 2: The solution of only making IAB nodes aware of the number of aggregated bearers configured in the BH RLC channel cannot achieve the fairness for IF-4, since the IAB node does not know the number of bearers which actually have data to be transmitted at a time and the amount of data to be transmitted in each bearer mapped to this BH RLC channel. 
Observation 3: Buffer size calculation for Pre-emptive BSR needs to be specified in R17, in order to align the principle among different IAB nodes and achieve fair resource allocation.
Observation 4: R2 agreed the local re-routing based on DL HbH flow control, and the same principle can be reused for local re-routing based on UL flow control feedback. 

Proposal 1: The optimizations for IF-1 and IF-2 are not needed in Rel-17, which can be resolved by proper implementation. 
Proposal 2: R2 to discuss the following solutions for IF-4, only for non-GBR bearers with N:1 mapping:
· Option 1: IAB-donor-CU configures the “bit rate to be scheduled” on each BH RLC channel, so that the IAB scheduler can achieve the fairness among the BH RLC channels with different aggregated load by taking account this parameter. 
· Option 2: The IAB scheduler uses the UE bearer ID in the BAP header to achieve the fairness among the BH RLC channels. 
Proposal 3: R2 to consider extending the LCG number (i.e. IL-2) as a solution for fairness improvement, rather than latency reduction. 
Proposal 4: The optimization for IL-1 is not needed in Rel-17, which can be resolved by proper implementation. 
[bookmark: _GoBack]Proposal 5: For the Pre-emptive BSR (i.e. IL-3), R2 specify that the buffer size corresponding to each egress LCG is calculated as: the total amount, for the associated one or multiple ingress LCG(s), of the latest received BSRs from child nodes/UEs MINUS the already arrived data volume from child nodes/UEs after receiving the BSRs.
Proposal 6: For IL-5 and IL-6, R2 should ask R3 to decide on the need of BH link status (e.g. load/latency) reporting to IAB-donor-CU. 
Proposal 7: R2 to introduce the UL HbH flow control feedback, to support congestion based uplink local rerouting.
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