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1	Introduction
Inter-donor topology adaptation has been discussed during the email discussion [2]. In this paper, we provide our view on what type of enhancements are needed from RAN2 perspective taking into account the LS received from RAN3 [3]. 
[bookmark: _Ref178064866]2	Discussion
The scenario of IAB inter-donor topology adaptation has been discussed in RAN3 during the last meeting. In particular, the inter-donor topology adaptation becomes relevant when an IAB node has the F1 connectivity with a source donor CU, while some parts of the traffic or even all the traffic handled by this IAB node is also traversing nodes which are controlled by a target CU. This, for example, can happen when the IAB node, or “boundary IAB node” as it was defined by RAN3, is multi-connected to parent nodes of different donors, e.g. in case of DC, or when the IAB node has a single connectivity with the target CU, but the F1 contexts and the user plane traffic are still handled by the source CU.
[bookmark: _Toc68207671]The scenario of inter-donor topology adaptation applies to the cases in which the “boundary” IAB node is multi-connected to parent nodes of different donors, or when the IAB node has single connectivity with a parent node of a target donor while the F1 contexts of the boundary node’s IAB-DU, and all the descendant IAB-MTs/DUs, as well as UEs are still handled by the source CU.
While most of the work in this area is in the RAN3 remit, it has also been identified by RAN3 some possible RAN2 implications.
	From LS R3-211331 [3]
About BAP routing and bearer mapping between two topologies:
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)



From the above agreements, it is assumed that the target donor CU, i.e. the non-F1-termination donor, is in charge of assigning all the ingress (for DL) and egress (for UL) BH RLC channels of the boundary node as well as all the routing tables needed for the IAB nodes controlled by such donor CU to route packets to/from the IAB boundary node. Since the F1-connection of the boundary node is still in the F1-termination donor, such the assigned BH RLC channels and BAP routing IDs affecting the IAB boundary node should be communicated by the non-F1-termination donor to the F1-termination donor so that it can configure the boundary IAB node accordingly. On the other hand, all the configuration of BH RLC channels and routing tables to allow BH communications between the boundary IAB node, its descendants and the UEs is still managed by the source CU, i.e. the F1 termination donor.
[bookmark: _Toc68207672] RAN3 assumed that the non-F1-termination donor is in charge of assigning  (via the F1-termination donor) the routing tables and the BH RLC channel configurations to allow BH communication between the boundary IAB node and the ancestor nodes controlled by the non-F1-termination donor. 
[bookmark: _Toc68207673]The configuration of BH RLC channels and routing tables to allow BH communications between the boundary IAB nodes, its descendants and the UEs is still managed by the F1-termination donor.
This obviously poses some questions on how the user/control plane traffic is routed from the source donor, to the boundary IAB node or descendant IAB nodes/UEs via the target donor. 
In our view the scenario of inter-topology routing should be relatively rare in a real-world network, both in the case of multi-connectivity across different donors and in the case of single connectivity with a donor different than the source one. Hence RAN2 should aim at minimum specification changes. In particular, RAN2 should avoid specifying solution that requires large signalling overhead in the Uu (e.g. due to potential BAP header extensions) or in the Xn (e.g. to exchange information between target and source on each other´s topologies), or a solution that requires a lot of coordination between source and target (e.g. to negotiate unique BH RLC channel IDs across the two topologies). In this context, coordination means two things. One is that one CU exposes to the other CU the network topology, BAP addresses, BAP route IDs, etc. of the nodes in the network. The second is that the source and target CU do not need to negotiate a configuration which is unique in both networks. The configuration (BAP addresses, BAP route IDs, BH channel IDs, etc) should be unique only in the respective CU. The target CU will only need to provide, if the request is accepted, the configuration requested by the source CU e.g. a set of IP addresses, BAP addresses, BAP route IDs, etc.
[bookmark: _Toc68207674]To enable inter-topology routing, RAN2 aims at solutions that:
-	do not require inter-node coordination between source donor and target donor (e.g. to exchange information on each other´s topologies, or to negotiate unique BAP route IDs, BAP addresses or BH RLC channel IDs across the two topologies),
- 	introduce minimum signalling overhead over the Xn and Uu,
- 	impact the minimum number of nodes and require minimum number of reconfigurations
In particular, the only overhead over the backhaul should be due to:
· the reconfiguration of the routing tables of the ancestor nodes under the non-F1 termination donor and of the boundary IAB node to allow BH communication with the new ancestor nodes, 
· the reconfiguration of the ingress (for DL) and egress (for UL) BH RLC channels of the boundary IAB node. 
The ancestor nodes in the source donor CU, the descendant nodes of the boundary IAB node and the UEs should not be affected. Similarly, extensions to the BAP header should not be necessary.
[bookmark: _Toc68207675]When inter-topology routing is enabled for a boundary IAB node, reconfiguration of the routing tables and BH RLC channels is only required for the boundary IAB node and for the ancestor IAB nodes controlled by the non-F1 termination donor. IAB ancestor nodes under the F1-termination donor, IAB descendant nodes, and UEs are not affected.
To this end, in our view the solution that is more aligned with the proposals above is the option 4 in [2], i.e. the solution in which the boundary IAB node is configured by the source donor with a mapping table and rules which maps the ingress traffic to the egress traffic, for example, by mapping BAP routing ID/BAP addressed/BH RLC channels into egress BAP routing ID/BAP addresses/BH RLC channels and rules to define how to distribute the traffic among the different paths, wherein the ingress (for the DL) and the egress (for the UL) BAP routing ID/BAP addresses/BH RLC channels are assigned by the non-F1-termination donor. The boundary IAB node can be assigned by the non-F1-termination donor with separate BAP addresses or BAP routing IDs for each IAB descendant nodes which will be mapped by the F1-termination donor to the existing BAP addresses/BAP routing IDs previously configured by the F1-termination donor for the various descendant nodes. When receiving a BAP packet with a certain BAP routing ID, the boundary IAB node will determine on the basis of the BAP Routing IDs/BAP destination in the BAP header if the packet should be forwarded to a descendant node, and in such a case, it will apply the corresponding BAP Routing ID from the mapping table. 
Hence, to summarize, the option 4 in [3] consists of the following main technical components (see Annex below with further details):
1. A mapping table configured to the IAB boundary node by the F1-termination donor, that maps BAP routing ID/BH RLC channels/BAP addresses assigned (via the F1-termination donor) by the non-F1-termination donor into BAP routing ID/BH RLC channels/BAP addresses configured by the F1-termination donor. 
2. BAP header rewriting to allow the boundary IAB node to overwrite the BAP header fields e.g. Routing ID with the BAP Routing ID needed for BH communications with its descendant IAB nodes, and ancestor IAB nodes for upstream traffic.
 
[bookmark: _Toc68207676]Inter-topology routing is enabled by:
a. [bookmark: _Toc68207677]A mapping table that maps BAP routing IDs/BH RLC channel IDs/BAP addresses assigned by the non-F1-termination donor (via the F1-termination donor) into BAP routing IDs/BH RLC channel IDs/BAP addresses previously configured by the F1-termination donor for the descendant IAB nodes.
b. [bookmark: _Toc68207678]BAP header rewriting to allow for downstream and upstream the boundary IAB node to overwrite the BAP header fields of a BAP packet received via the non-F1-termination donor (for downstream) or to be transmitted via the non-F1-termination-donor (for upstream). 
Another potentially attractive solution is the option 5 in [2]. This option has some similarities with the above solution in the sense that a mapping table between BAP routing ID/BH RLC channels configured by the non-F1-termination donor and BAP routing ID/BH RLC channels configured by the F1-termination donor is also needed, as well a separate BAP address, and BAP header rewriting functionalities. The difference is that for downstream, the boundary IAB node acts as an IAB donor, and the BAP header rewriting is based on IP-to-L2 address mapping. Since IP layer is involved in this solution, it is suggested that RAN2 waits RAN3 for further progress, but RAN2 can potentially focus on common functionalities in the meantime.
[bookmark: _Toc68207679]Regarding BAP header rewriting based on IP header, i.e. option 5 in [2], that is up to RAN3. RAN2 can focus on common functionalities between option 4 and option 5.
3 Conclusion
In the previous sections we made the following observations: 
Observation 1	The scenario of inter-donor topology adaptation applies to the cases in which the “boundary” IAB node is multi-connected to parent nodes of different donors, or when the IAB node has single connectivity with a parent node of a target donor while the F1 contexts of the boundary node’s IAB-DU, and all the descendant IAB-MTs/DUs, as well as UEs are still handled by the source CU.
Observation 2	RAN3 assumed that the non-F1-termination donor is in charge of assigning  (via the F1-termination donor) the routing tables and the BH RLC channel configurations to allow BH communication between the boundary IAB node and the ancestor nodes controlled by the non-F1-termination donor.
Observation 3	The configuration of BH RLC channels and routing tables to allow BH communications between the boundary IAB nodes, its descendants and the UEs is still managed by the F1-termination donor.

Based on the discussion in the previous sections we propose the following:
Proposal 1	To enable inter-topology routing, RAN2 aims at solutions that: - do not require inter-node coordination between source donor and target donor (e.g. to exchange information on each other´s topologies, or to negotiate unique BAP route IDs, BAP addresses or BH RLC channel IDs across the two topologies), -  introduce minimum signalling overhead over the Xn and Uu, -  impact the minimum number of nodes and require minimum number of reconfigurations
Proposal 2	When inter-topology routing is enabled for a boundary IAB node, reconfiguration of the routing tables and BH RLC channels is only required for the boundary IAB node and for the ancestor IAB nodes controlled by the non-F1 termination donor. IAB ancestor nodes under the F1-termination donor, IAB descendant nodes, and UEs are not affected.
Proposal 3	Inter-topology routing is enabled by:
a.	A mapping table that maps BAP routing IDs/BH RLC channel IDs/BAP addresses assigned by the non-F1-termination donor (via the F1-termination donor) into BAP routing IDs/BH RLC channel IDs/BAP addresses previously configured by the F1-termination donor for the descendant IAB nodes.
b.	BAP header rewriting to allow for downstream and upstream the boundary IAB node to overwrite the BAP header fields of a BAP packet received via the non-F1-termination donor (for downstream) or to be transmitted via the non-F1-termination-donor (for upstream).
Proposal 4	Regarding BAP header rewriting based on IP header, i.e. option 5 in [2], that is up to RAN3. RAN2 can focus on common functionalities between option 4 and option 5.
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Annex
The following Figure 1 exemplifies a situation in which a boundary IAB node is configured to be connected to two nodes and Figure 2 shows a diagram flow showing the process to reconfigure the node.
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[bookmark: _Ref68171439]Figure 1


[bookmark: _Ref68171540]Figure 2
The reconfiguration procedure would be as shown in Figure 2:
1- When the source donor CU1 decides to offload the traffic to a second CU, CU1 sends a request to target donor CU2. 
2- This message may include a request for a number of IP addresses, BAP addresses, BAP route IDs, etc. It may also indicate the traffic which wants to be offloaded from CU1, etc. 
3- Target donor CU2 will perform the necessary actions to accept or reject the request. That may involve interaction with the target parent node IAB1CU2. 
4- If the request is accepted, target donor CU2 sends a RRC reconfiguration to IAB3_BAPCU2.
5- IAB3CU1 will start the procedure to connect to IAB1CU2.
6- The source donor CU1 will configure IAB3_DUCU1 with updated routing tables, load balancing rules, etc.
7- Traffic can now be routed to and from target Donor_2. Note that user plane traffic was not interrupted during this process and was transmitted to and from Donor_1.
User Plane operation:
1- When data is transmitted via donor DU2 to IAB3CU1 or to IAB4CU1 via IAB3CU1/IAB3_BAPCU2, then CU1/Donor DU2 will add the corresponding BAP address/BAP route ID/BH RLC CH ID accordingly to reach IAB3_BAPCU2.
2- IAB3CU1 will determine using IP addresses, BAP addresses, BH RLC CH ID whether this packet is for itself or needs to continue to another node. In the latter case, using the tables provided by CU1, the IAB3CU1 will update the BAP header and put the correct BAP values which are valid within CU1. 
3- In the upstream, IAB will send packets with destination address DU_1. However, IAB3 will look at the offloading rules and will decide whether to route the packet to Donor DU_1 or to Donor DU_2 which would imply updating the BAP header accordingly.
Figure 3 shows an example for how to translate BAP addresses:
1- When data is transmitted via Donor DU2 to IAB4CU1 via IAB3/IAB3_BAPCU2, then CU1/Donor DU2 will add the corresponding BAP address “BAPCU2 2”. 
2- When IAB3 checks the BAP address against the routing tables, IAB3 will learn that this packet needs to be routed to IAB4 and will change the BAP address to “BAPCU1 4”.
3- BAP addresses “BAPCU2 X” are unique within network CU2. BAP addresses “BAPCU1 Y” are unique within network CU1. 

[image: ]
[bookmark: _Ref68173464]Figure 3

The same could be achieved by using BAP routing IDs or BH RLC Channel IDs with the difference that routing tables and translation tables may be large to capture all possible routing IDs and channel IDs.
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