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Background
[bookmark: _Toc242573354]In this contribution, we present solutions to the various problem statements presented in [1] in the offline discussions for eIAB networks related to Fairness, multi-hop and congestion. We present our views on the solutions proposed during the online meeting in [2] and argue why the method proposed in this contribution is the fastest way to achieve the goals while retaining the principles of centralized architecture. 

Discussion
Current solution space as discussed in both [1] and [2] includes primarily two avenues
· Enable the parent and the Donor CU nodes with the necessary information that can help them make proactive decisions based on observed patterns
· Enable the local nodes with decision making capabilities (since some of the issue seen are local events) either in coordination with the donor CU or without.
While there is no one best way to solve the complicated issues of fairness, latency and congestion in IAB networks going back to existing principles and retaining some of the core values will yield quantifiable and verifiable solutions. In this regard, splitting the need for any new solutions into those that can continue to preserve the centralized architecture and those that can enable local decisions should be separated. Solutions that can preserve the centralized architecture need to be prioritized. 
 Proposal 1: RAN2 to prioritize solutions that can retain the centralized architecture of IAB Nodes primarily due to the verifiability of the effectiveness of the local solutions.
Measurement based solutions have always been the preferred approach of 3GPP. To solve the issues of fairness, latency and congestion enhancements needed, a similar approach can be utilized for eIAB as well. In these regards, 38.314 [3] already defines many measurement metrics that can be used to understand the congestion and latency patterns of the IAB Node DUs by the Donor CU using F1AP interface. A simple way to continue to maintain the centralized architecture principles of IAB nodes is to use the [3] as baseline for further enhancements and measurement definitions. 
What is however lacking currently is the standardization of the actions that the different IAB nodes and their respective components have to take based on the implementation of the measurements defined in [3]. A lack of transparency in this regard and leaving most of the actions up to network is one of the main reasons for the identification of the different problem statements in [1]. This not only causes inter-operability issues but also leads to a lack of definitive service and radio behavior at the end nodes in terms of performance. This can only be rectified in co-ordination with RAN3 and should not be left up to network implementation. 
As discussed earlier, the simplest way to achieve the overall goals of fairness, latency and congestion mitigation can be done if the descendant IAB Nodes can either provide additional information on their inability to meet the required criteria to the centralized nodes (assuming they have the information of the criteria to be met) or the descendent nodes themselves taking affirmative action so that achievement of local goals can lead to an overall global performance (of fairness, latency reduction and congestion mitigation) objectives. 
In this sense, from the centralized architecture perspective, the metrics sent in by the local nodes should be used to take proactive actions rather than be reactive. Also, any local decisions taken by the descendant IAB nodes should be done through standardized procedures and not be left up to implementation. 
Proposal 2: RAN2 in coordination with RAN3 to not only consider enhancing the measurement capabilities of IAB Nodes in terms of improved fairness, latency and congestion mitigation but also standardize the actions to be taken by the IAB Nodes to achieve these goals. 
Additional metrics to ensure fairness and latency
From 38.314 Sections 4.2.1.3 and 4.2.1.4 already provide a mechanism of congestion exchange between the CU and DU nodes using F1AP interface. Though section 4.2.1.2 and 4.2.1.5 also provides definitions to calculate the packet latencies and packet loss rates respectively at various layers, they need to be re-defined and broken down per hop and per layer to be suitable and adaptable for eIAB networks. In this section, we identify the additional metrics needed to achieve the overall goals of R17 eIAB WID. We further classify the metrics into those that can be used by the Donor CU (to take proactive actions) and those that cannot and would need local node exchanges and action definitions. 
Proposal 3: RAN2 to consider addition of the following metrics for enhanced IAB Networks
· Hop count, per hop RLC delivery latency and per hop RLC drop rate between the CU and the descendant IAB Node
· Aggregate throughput being requested for each egress link at each IAB Node (for both the BH RLC and routing ID procedures)
· Fairness index satisfaction rate per IAB Node using some of the metrics mentioned above per BH RLC per UE
Table 1 below discusses each of the metrics in terms of their definitions, implementation and verifiability complexity. 
	Metric
	Centralized/Local
	Implementation Layer
	Impacted Specification

	Hop Count
	Centralized
	F1AP
	38.314

	Per Hop Latency at per BH RLC Channel or Routing ID
	Local implementation with options to transfer it to Donor CU either through averaging per node or through F1AP
	BAP, F1AP
	38.314, 38.340

	Per Hop Packet Loss Rate per BH RLC Channel or Routing ID
	Local implementation with options to transfer it to Donor CU either through averaging per node or through F1AP
	BAP, F1AP
	38.314, 38.340

	Aggregate throughput being requested per BH RLC Channel or per Routing ID per IAB Node
	Local implementation
	BAP
	38.340

	Fairness Index
	Local implementation with options to transfer it to Donor CU either through averaging per node or through F1AP
	BAP
	38.340



An additional discussion that has also come up in the offline discussion [1] is in regard to P-BSR implementations not being standardized across vendors. In this regard, restrictions and prioritizations to P-BSR need to be defined in TS 38.321 similar to that for BSR resulting in proposal 3.
Proposal 4: RAN2 to consider standardizing P-BSR in terms similar to BSR to achieve the latency, fairness and congestion mitigation goals of IAB Networks.
One issue that has been identified in [1] is the lack of mechanisms where requests related to flows need to be prioritized locally in order to meet the end-to-end fairness and latency goals. Another issue identified is terms of aggregation of flows that need near similar quality of service. In order to rectify both these issues, we have the following proposals. 
Proposal 5: RAN2 to discuss mechanisms to increase #  of  LCGs in BSR and P-BSR so that needs of flows needing differential can be informed to the parent nodes.
Proposal 6: RAN2 to discuss mechanisms for local IAB Nodes to re-prioritize in case the end-to-end goals of the fairness and latency cannot be met. This information is to be configured by the CU or at least should be done in coordination with it.
RAN2 can use the RRCReconfiguration signaling messages to achieve these goals. 
[bookmark: _Toc242573360]Summary
With the observations and proposals mentioned below IAB nodes would always provide the best end to end latency for multiple services at the UE.
[bookmark: _Toc242573361]Proposal 1: RAN2 to prioritize solutions that can retain the centralized architecture of IAB Nodes primarily due to the verifiability of the effectiveness of the local solutions.
 Proposal 2: RAN2 in coordination with RAN3 to not only consider enhancing the measurement capabilities of IAB Nodes in terms of improved fairness, latency and congestion mitigation but also standardize the actions to be taken by the IAB Nodes to achieve these goals. 
Proposal 3: RAN2 to consider addition of the following metrics for enhanced IAB Networks
· Hop count, per hop RLC delivery latency and per hop RLC drop rate between the CU and the descendant IAB Node
· Aggregate throughput being requested for each egress link at each IAB Node (for both the BH RLC and routing ID procedures)
· Fairness index satisfaction rate per IAB Node using some of the metrics mentioned above per BH RLC per UE
Proposal 4: RAN2 to consider standardizing P-BSR in terms similar to BSR to achieve the latency, fairness and congestion mitigation goals of IAB Networks.
Proposal 5: RAN2 to discuss mechanisms to increase #  of  LCGs in BSR and P-BSR so that needs of flows needing differential can be informed to the parent nodes.
Proposal 6: RAN2 to discuss mechanisms for local IAB Nodes to re-prioritize in case the end-to-end goals of the fairness and latency cannot be met. This information is to be configured by the CU or at least should be done in coordination with it.
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