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1 Introduction

In RAN2#113-e, the topic of multi-hop latency was discussed and the following was agreed [1] :
· ISSUES: In the first instance, eIAB work on multi-hop latency will focus on the following issues:

· IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

· IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

· IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16

· IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

· IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

In this contribution, we provide further input regarding the above issues about multi-hop latency that RAN2 has agreed to focus on.   
2 Multi-hop latency
In order to schedule/prioritize packets (and if possible, also re-reoute packets via another path) so that packet delay budgets are met, IAB nodes ideally need to know the following:

· How much is the end-to-end delay budget for the packet?

· How long the packet has been in flight?

· How much extra delay the packet is going to experience on subsequent hops until the destination?

When the DU of an IAB node schedules its UEs and the MTs of its children IAB nodes, it is aware of the conditions of the links towards its children and the link(s) towards its parents. In the case of DL, the IAB node can properly estimate/calculate the latency for the packets to reach the child nodes, but in the UL, even the information about the link to a parent is only paritally useful when it comes to estimating the latency the packets will experience in the next hop, as the IAB node still has to get a grant from the parent. However, the IAB node has no information regarding the number of subsequent hops/nodes the packets have to traverse before reaching their destination (nodes/hops upstream of the parent node in the UL and nodes/hops downstream of children nodes in the DL) and the total latency they will experience in doing so. 
Observation 1:
In rel-16, IAB nodes have no information about the number of subsequent hops UL/DL packets have to traverse (except for the case of DL packets at an access IAB node), the radio conditions of these links, and the UL/DL data pending to be sent on these links. 
Knowing the number of remaining hops can provide some implicit information about the extra delays that packets are going to experience, but it is not sufficient. For example, due to congestion, a path with smaller number of hops may incur a shorter delay than that with a larger number of hops.

In rel-16 IAB, IAB nodes are configured with the packet delay budget of the BH RLC channels (i.e. per-hop delay budget), but they are not aware of the E2E packet delay budget of the bearers that are mapped to the BH RLC channel. In the case of 1:1 mapping, a network implementation could try to split the packet delay budget among the different hops, and as such, explicit knowledge of the E2E delay budget may not be always necessary. However, this is not directly applicable for the case of N:1 mapping where a BH RLC channel may be multiplexing bearers with different packet delay budgets. Also, even for the 1:1 mapped BH RLC channel, making decisions based only on the per-hop delay budgets will restrict the flexibility of scheduling. For example, if the packet has experienced a shorter delay over the previous hop than the per-hop delay budget over that link, its packet delay budget over the current hop may be relaxed accordingly.

Observation 2:
In rel-16, IAB nodes have information about the per-hop delay budget of their BH RLC channels, but no information about the E2E packet delay budget of the bearer(s) that are multiplexed over the BH RLC channels.. 

Without knowing for how long the packets have been on flight and how much more latency they are going to experience before reaching the target, there is also a risk of wasting resources for packets that have already passed their delay budget and are practically useless (e.g. will be discarded at the application level).

Observation 3:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 

When it comes to the pending UL data, the MT part of an IAB node can request UL resources via BSR, and also pre-emptive BSR (i.e. a BSR that is based on received BSR at the IAB node from children nodes/UEs, rather than a normal BSR that is based on actual pending UL data at the IAB MT). However, pre-emptive BSR, as standardized in rel-16 does not provide any information regarding when the reported data will arrive at the IAB node, and thus may result in resource wastage as the parent node may schedule the IAB node before the data has actually become available at the MT. This can be prevented by delaying the scheduling due to pre-emptive BSR to some extent, but that goes against the rationale for pre-emptive BSR, which was to ensure the reduction of the agregate multi-hop latency of packets in the UL.

Observation 4:
Scheduling based on pre-emptive BSR, as standardized in rel-16, has limitations as the parent node receiving the pre-emptive BSR does not necessarily know when the data will actually be ready for transmission at the child node. 

Having 1:1 mapping on all the hops for latency sensitive data can help to some extent. However, the more such bearers that are active, the less useful the 1:1 mapping will be, as the network can not ensure scheduling of all such packets on all the hops all the time. Also, BSR reporting is limited to the number of LCGs, which has not be extended in rel-16 for IAB. This exacerbates the problem of performing fair scheduling decisions at the parent node as the number of BH RLC channels to a child node increases, as the parent will not know exactly over which BH RLC channel data is pending.

Observation 5:
The low number of LCGs for BSR reporting will limit the possibility to perform fair scheduling, especially if there are several latency sensitive bearers that are mapped 1:1. 
Without knowing for how long the packets have been on flight and how much more latency they are going to experience before reaching the target, there is also a risk of wasting resources for packets that have already passed their delay budget and are practically useless (e.g. will be discarded at the application level).

Observation 6:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 
Considering all the above, we propose:

Proposal 1:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the number of remaining hops UL/DL packets need to traverse 

Proposal 2:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the E2E packet delay budgets for the bearers multiplexed over the BH RLC channels:

· For 1:1 mapped BH RLC channels, one value specifying the E2E packet delay budget of the corresponding bearer

· For N:1 mapped BH RLC channels, a range of values corresponding to the different barers multiplexed over the BH RLC channel. FFS whether one value per each bearer is needed, or a summarized version (E.g. max, min, average) is sufficient.

Proposal 3:
The number of LCGs for BH links to be extended in rel-17 (Exact value is FFS).

Proposal 4:
RAN2 to introduce mechansims to make intermediate IAB nodes become aware of the latency that incoming packets have already experienced
Proposal 5:
Intermediate IAB nodes can be configured to drop packets that have been on-flight for longer than their E2E delay budget

3 Conclusion

In this contribution, the following observation were made regarding multi-hop latency enforcement in IAB networks: 

Observation 1:
In rel-16, IAB nodes have no information about the number of subsequent hops UL/DL packets have to traverse (except for the case of DL packets at an access IAB node), the radio conditions of these links, and the UL/DL data pending to be sent on these links. 

Observation 2:
In rel-16, IAB nodes have information about the per-hop delay budget of their BH RLC channels, but no information about the E2E packet delay budget of the bearer(s) that are multiplexed over the BH RLC channels.. 

Observation 3:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 

Observation 4:
Scheduling based on pre-emptive BSR, as standardized in rel-16, has limitations as the parent node receiving the pre-emptive BSR does not necessarily know when the data will actually be ready for transmission at the child node. 

Observation 5:
The low number of LCGs for BSR reporting will limit the possibility to perform fair scheduling, especially if there are several latency sensitive bearers that are mapped 1:1. 
Observation 6:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 
Based on these observations, the following proposals were made:

Proposal 1:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the number of remaining hops UL/DL packets need to traverse 

Proposal 2:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the E2E packet delay budgets for the bearers multiplexed over the BH RLC channels:

· For 1:1 mapped BH RLC channels, one value specifying the E2E packet delay budget of the corresponding bearer

· For N:1 mapped BH RLC channels, a range of values corresponding to the different barers multiplexed over the BH RLC channel. FFS whether one value per each bearer is needed, or a summarized version (E.g. max, min, average) is sufficient.

Proposal 3:
The number of LCGs for BH links to be extended in rel-17 (Exact value is FFS).

Proposal 4:
RAN2 to introduce mechansims to make intermediate IAB nodes become aware of the latency that incoming packets have already experienced

Proposal 5:
Intermediate IAB nodes can be configured to drop packets that have been on-flight for longer than their E2E delay budget
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