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Introduction
Regarding whether to support multicast session reception in idle/inactive mode, it is discussed online in last RAN2 meeting. However, even though it is supported by many companies, whether to support it has not been concluded yet. The status of this issue is captured in [1] as following,
	P2: Whether UEs that receive Multicast can be released to RRC Inactive / Idle and continue receiving Multicast is Postponed. Should limit to RRC inactive in future discussions


We should continue to discuss whether to support multicast session reception in idle mode.
Besides, SA2 sent a reply LS [2] to RAN2 and RAN3. Some issues raised previously by RAN2/RAN3 has been clarified and also some further questions related to multicast for UE in idle/inactive mode were raised by SA2.these questions are also discussed in this contribution.
Discussion
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Issue 1: Whether to support of multicast reception in RRC inactive state
It is not reasonable to mandate that the UEs receiving multicast services should always stay in the connected state. It is not feasible in some scenarios. More specifically, as indicated in [3] that “The 5G system would support multicast service to a large number of UEs in a cell, which may exceed the normal admission control limits for the cell. An example of approaches under SA6’s consideration is using intra-cell service continuity on multicast bearers from connected mode to other mode(s) of operation (e.g. idle)”, transmission of multicast service to a large number of UEs in a cell should be supported.
Observation 1: Transmission of multicast service to a large number of UEs in a cell should be supported. 
There is a view that multicast should be received only in connected mode because they think multicast is only for services required to support high reliability requirements. However, according the SA2 conclusion in [4], the only difference between multicast and broadcast is that UE need to join the multicast session for multicast service. It seems there is no place mentions that multicast is only limited to services required to support high reliability requirements. 
Furthermore, according the SA2 conclusion in [4], the MB-SMF may obtain MBS QoS information from the AF. We should not assume that the multicast QoS information from the AF are limited to high QoS requirement.
	The MB-SMF may obtain MBS QoS information from the AF or from PCF when dynamic PCC is deployed. When an MBS session is started, the AF (directly or via the NEF) may provide MBS session description including QoS requirements to the MB-SMF. If dynamic PCC is deployed, based on policy rules from the PCF for the MBS session, the MB-SMF determines the QoS profiles and QoS for N4 rules for the MBS session with QoS parameters of the MBS QoS flows, and provides related information to the RAN and the MB-UPF respectively.


Therefore, we should not assume Multicast session is only used for services with high QoS requirement.
Observation 2: Multicast session should not be limited to services with high QoS requirement.
Since in last RAN2 meeting, chairman suggested to limit to RRC inactive state in future discussions, we discuss multicast reception in RRC inactive state firstly.
Regarding the scenarios for multicast reception in RRC inactive state, UEs that receive Multicast can be released to RRC inactive state and continue receiving Multicast when congestion happens. This scenario can be applicable to multicast service with high QoS requirement. But for multicast service with low QoS requirement, it is not necessary for the UE to start the reception in connected and release to RRC inactive state when congestion. Otherwise, the signaling overhead and workload of gNB will be increased unnecessarily.
Observation 3: Scenarios for multicast reception in RRC inactive state include:
· For multicast service with high QoS requirement, the reception is continued in RRC inactive state after being released connected when congestion happens.
· For multicast service with low QoS requirement, the reception is started and continued in RRC inactive state.
Therefore, it is proposed to support Multicast reception in RRC inactive firstly.
Proposal 1: Multicast reception in RRC inactive state is supported.
Issue 2: How to support multicast session reception in RRC inactive state
To support multicast reception in idle/inactive mode, the following basic aspects for UE in idle/inactive state which is receiving multicast should be considered,
(1) Cell level localization for UEs
To support dynamic multicast transmission based on UE demand, NG-RAN should be aware of UE on cell level. How to make NG-RAN mode be aware of this?
(2)Service change notification
The state of a multicast session can change at any time, the UE receiving multicast in idle/inactive state should be informed when the state of corresponding multicast session changes.
(3)PTM configuration delivery
The PTM configuration of an ongoing multicast session can be changed, the UE receiving multicast in idle/inactive state should be able to acquire it when it changes.
(4)PTP/PTM dynamic switch
Whether the PTP/PTM dynamic switch is supported to UE in idle/inactive state which is receiving the multicast session? How to perform the switching if it is supported? 
(5)Mobility
How to support the mobility of UE in idle/inactive state which is receiving the multicast session?
Observation 4: To support multicast reception in inactive state, the following aspects should be considered,
· Cell level localization for UEs
· Service change notification
· PTM configuration delivery
· PTP/PTM dynamic switch
· Mobility
Since RAN2 has already agreed delivery mode 1 for multicast session in connected mode and delivery mode 2 for broadcast session, multicast in idle/inactive mode can be supported by enhancement based on delivery mode 1 or delivery mode 2, i.e., 
· Option 1: Multicast session reception in idle/inactive mode is supported based on delivery mode 1.
· Option 2: Multicast session reception in idle/inactive mode is supported based on delivery mode 2.
To choose the solution for multicast session reception in idle/inactive mode, avoiding unnecessary extra design should be a general principle. So it is important to reuse the original design of delivery mode 1 or delivery mode 2 as much as possible.  
To understand how much effort is needed for each possible solution, a comparison between Option 1 and Option 2 is illustrated in table 1.
Table 1
	Aspect
	Option 1 (delivery mode 1 based)
	Option 2 (delivery mode 2 based)

	
	Whether need extra design?

	Cell level localization for UEs

	No, with limitation
But the drawback is UE should always return to connected mode before cell change, and signaling to gNB is necessary.
	Yes
Need new signaling design, to inform the UE interest to gNB.

	Service change notification
	Yes
Delivery mode 1 signaling design (e.g. dedicated RRC signalling) for connected UE cannot be reused.
	No
Design for delivery mode 2 can be reused.


	PTM configuration delivery
	Yes
Delivery mode 1 signaling design (e.g. dedicated RRC signalling) for connected UE cannot be reused.
	No
Design for delivery mode 2 can be reused.


	PTP/PTM dynamic switch
	Yes
It is complex to perform the switching since for a specific service, Some UE in connected and other UEs are in idle/connected

	No
Only PTM mode is supported for the multicast session which supported in idle/inactive mode.


	Mobility 
	No, with limitation
Mobility is only supported in connected, UE should always return to connected mode before cell change
	No
Mobility is supported in idle/inactive, design for delivery mode 2 can be reused.


According to above comparison, it seems delivery mode 2 based solution need less extra design.
Observation 5: To support multicast reception in RRC inactive state based on delivery mode 2 requires less extra effort compared with delivery mode 1.
Proposal 2: To support multicast reception in RRC inactive state, delivery mode 2 is baseline.
Issue 3: Whether to support of multicast reception in RRC idle state
Even supporting multicast in RRC inactive state is beneficial, there is still a limit to the number of UEs that can be supported. It is obvious that the capacity of NG-RAN node to accommodate more idle UEs than inactive UEs, 
Observations 6: The capacity of NG-RAN node to accommodate more idle UEs than inactive UEs.
With the delivery mode 2 based solution for RRC inactive state, multicast can be received in RRC idle state without extra design on each aspects mentioned above.
Observation 7: A common solution based on delivery mode 2 can be used for both RRC inactive state and RRC idle state.
Therefore, it is proposed to also support Multicast reception in RRC idle state.
Proposal 3: Multicast reception in RRC idle state is supported.
Multicast Session activation notification to UEs in idle/inactive mode
For the multicast session which is supposed to be received in connected mode (i.e. delivered by delivery mode 1), UEs receiving the corresponding session may stay in idle and inactive mode when the multicast session is deactivated or established but not activated yet. When the multicast session activates, UE in idle and inactive mode needs to be notified by NG-RAN and enter connected mode for multicast reception.
Issue 1: How to notify multicast session activation to UEs in idle/inactive mode based on MBS session ID via cell supporting MBS
In the latest reply LS from SA2 according to [2], SA2 clarified that it is beneficial to notify session activation of an MBS session to UEs based on MBS session ID, at least to NG-RAN nodes supporting MBS, and SA2 also request RAN2’s confirmation on this. Details are as below,
	SA2 response:
SA2 concludes that it is beneficial, e.g. for signalling efficiency, to support 5GC requesting NG-RAN nodes to notify session activation of an MBS session to UEs based on MBS session ID, at least to NG-RAN nodes supporting MBS. 
SA2 follow-up question: SA2 requests RAN2 for confirmation whether NG-RAN node can notify session activation to UEs based on MBS session ID. SA2 normative work on this aspect will be pending RAN2 conclusion.


This issue has not been formally discussed by RAN2.However, since SA2 is asking on technical detail again, RAN2 needs to consider the related solution on this aspect.
First of all, it is feasible for NG-RAN node supporting MBS to notify multicast session activation to UEs based on MBS session ID (e.g. TMGI), as it is aware of the MBS session ID (e.g. TMGI) of a multicast session. 
Proposal 4: To notify multicast activation to UEs in idle/inactive mode via NG-RAN nodes supporting MBS, multicast session ID based solution is supported.
Furthermore, to notify multicast session activation to UEs based on MBS session ID, It may be supported via enhancement on legacy features or via mechanism already agreed for NR MBS.
Group based paging is a potential solution by enhancement to the legacy paging. But extra design effort and spec impact is expected.
On the contrary, as we have already agreed that MCCH is for delivery mode 2, and MCCH change notification mechanism is designed for notifying the changes of MCCH configuration due to session start for delivery mode 2 of NR MBS. It seems also fit well for the notification of multicast session activation to UEs based on MBS session ID.
A more detailed comparison between MCCH change notification and group based paging is illustrated as in table 2,
Table 2
	
	MCCH change notification mechanism 
	Group based paging

	Design effort
	Maybe No 
MCCH based mechanism which is designed for delivery mode 2 seems workable.
	Enhancement to legacy paging is needed.
· To include the TMGI in paging message.
· To include an indication in short message in paging DCI.

	[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Impact to legacy UEs/UEs not interested in MBS
	No impact
	High impact, if no enhancement to legacy short message in paging QCI.  
Or, Low impact, if enhancement to legacy short message in paging QCI.  



Based on the comparisons above, it seems Group based paging has more design effort and spec impact. In addition to that, it has impact to legacy UEs and UEs not interested in MBS. We therefore have the following observation and proposal. 
Proposal 5: To notify multicast activation to UEs in idle/inactive mode via NG-RAN node supporting MBS, MCCH change notification mechanism can be used.
Issue 2: How to notify multicast session activation to UEs in idle/inactive mode based on MBS session ID via cell not supporting MBS
Regarding whether a UE is supposed to receive the MBS Session activation notification via a non-supporting NG-RAN node, which is a question to SA2 raised by RAN3 previously, SA2 confirmed and has a follow-up question  to RAN2 as following,
	SA2 response:
SA2 would like to confirm that it is necessary for UE to receive the MBS Session activation notification (e.g., legacy paging) when it is served by a non-supporting NG-RAN node. 
SA2 follow-up question: SA2 asks RAN2/RAN3 for feedback on whether UEs camping on non-supporting NG-RAN nodes can be notified using MBS session ID or the 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation. 


NG-RAN node not supporting MBS means a NG-RAN node which does not support MBS features, so it should not be required to support any MBS specific functions, e.g. extra design for multicast Session activation notification.
Proposal 6: For NG-RAN node not supporting MBS, legacy paging is used to notify the multicast activation to UEs in idle/inactive mode. 
Conclusion
In this contribution, we discuss on delivery mode 2 remaining aspects, based on which the observations and proposals are summarized as the following, 
Multicast session reception in idle/inactive mode
Observation 1: Transmission of multicast services to a large number of UEs in a cell should be supported. 
Observation 2: Multicast session should not be limited to services with high QoS requirement.
Observation 3: Scenarios for multicast reception in RRC inactive state include:
· For multicast service with high QoS requirement, the reception is continued in RRC inactive state after being released connected when congestion happens.
· For multicast service with low QoS requirement, the reception is started and continued in RRC inactive state.
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Observation 4: To support multicast reception in inactive state, the following aspects should be considered,
· Cell level localization for UEs
· Service change notification
· PTM configuration delivery
· PTP/PTM dynamic switch
· Mobility
Observation 5: To support multicast reception in RRC inactive state based on delivery mode 2 requires less extra effort compared with delivery mode 1.
Proposal 2: To support multicast reception in RRC inactive state, delivery mode 2 is baseline.
Observations 6: The capacity of NG-RAN node to accommodate more idle UEs than inactive UEs.
Observation 7: A common solution based on delivery mode 2 can be used for both RRC inactive state and RRC idle state.
Proposal 3: Multicast reception in RRC idle state is supported.
Multicast Session activation notification to UEs in idle/inactive mode
Proposal 4: To notify multicast activation to UEs in idle/inactive mode via NG-RAN nodes supporting MBS, multicast session ID based solution is supported.
Proposal 5: To notify multicast activation to UEs in idle/inactive mode via NG-RAN node supporting MBS, MCCH change notification mechanism can be used.
Proposal 6: For NG-RAN node not supporting MBS, legacy paging is used to notify the multicast activation to UEs in idle/inactive mode. 
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