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1	Introduction
RAN#91 agreed Rel-17 Work Item [1] on Enhancements of RAN Network Slicing with the following objective related to RA procedure optimizations:
Support slice-based RACH configuration, specify mechanisms and signalling including, for Mobile Originating cases [RAN2]
a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and preambles) for slice or slice group
b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for slice or slice group
c. Determine how this works with existing functionality, which may include how to perform RACH type selection (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
In this contribution we elaborate possible realizations of a slice-based RACH configurations and its handling.
2	Discussion
2.1	Generic requirements
Currently, a UE supporting and requesting certain slice does not distinguish different RACH configurations for different slices, since Random Access procedure and gNB configurations for it are slice agnostic. The UE can determine how it can access the cell, upon acquiring common RACH configuration or later on (if it is not initial access) upon reception of dedicated RACH configuration. The actual complexity of the solutions to be developed under the WI, should tackle with couple of foreseen issues with different RACH configurations for multiple slices:
1. Number of slices to configure. While a cell can support large number of slices (hundreds), the configuration for RACH that is included in common uplink parameters of a cell in broadcast signalling (SIB1) cannot support that large number of slices simultaneously (due to overhead and SIB size limitations) and scattering random access resources too widely.
2. [bookmark: _Hlk53512242]To achieve partition of RACH resources in the multiple slices serving cell (e.g. for congestion control), the UE needs to know the slice it is requesting resources for, also in the case when multiple slices are served in a cell.
3. Slice specific resources congestion – RACH configurations for multiple slices will not serve the purpose (to enable fast cell access) when normal resources are not congested but slice specific becomes loaded.
4. Wrong grouping of multiple slices into the same RACH resources – As the number of RACH resources will not scale with number of slices, some slices can be grouped to use the same RACH resources. However, this grouping can create congestion between slices.  

The first issue affects in a constrain on potential signalling extensions. I.e., slice-specific parameters cannot scale to 100s of slices.  
Observation 1: A slice-based RACH configurations for a group of slices cannot support large number of slices due to SIB1 size limitation and fragmentation of RACH resources.
The second issue corresponds, to an “intended slice”.  Since Rel-15, the NR Unified Access Control framework specifies how each UE’s access attempt is categorized in Non-Access Stratum layer. There are 32 Access Categories values that are reserved for operator use and can be associated with slice identifiers S-NSSAIs (see TS24.501, subclause 4.5.3). Based on the Operator-defined set of Access Categories, the UE can determine whether an access attempt for a given slice is authorized based on the broadcasted barring information. Once the barring check succeeds (in case needed), the UE initiates random access procedure. 
Observation 2: Given UAC is performed before initiating RA, intended slice access support is known to the UE before initiating Random Access by means of Access Category.
For MO services intended slice information may be implicitly known in the UE RRC, from the Operator-defined access category. When UE detects an access attempt (e.g. MO call) and corresponding Random Access procedure is initiated for an Operator-Defined Access Category (i.e. Access Category from 32-63), the categorization for slice-specific access attempt can be easily achieved. However, for MT service, the UE RRC does not associate the access attempt with Access Category associated with S-NSSAI. Categorization for slice-specific access attempt is not apparent and would require further coordination between AS and NAS (RAN2 and CT1). Therefore, it is worth considering distinction between RACH configurations for MO and MT services separately.
Observation 3: For mobile originated calls, slice-specific access attempt can be easily achieved based on Access Categories.
Observation 4: Reuse of the Access Categories as groups for slicing ensures the limitation of slice groups (within available ODACs).
While, Access Categories are made available to AS at the connection attempt, the grouping can be easily achieved with no additional requirements on NAS-AS information exchange. The alternative approach, would require slice mapping to Access Category and extra interaction between NAS and AS. Thus, as a starting point we propose:
Proposal 1: Grouping of slices for RACH isolation and prioritization is based on available (group of) ODACs. 
For mobile originated calls, with some reasonable extensions to the existing RACH configurations, the gNB could prioritize one or more Access Categories that had been associated with S-NSSAIs (from Access Categories range:32-63), with moderate impacts to broadcast.  
2.2	PRACH isolation
To achieve separated PRACH configurations, RAN configuration has to enable  different resource pools configuration for different slices (or slices groups). This configuration should convey random access channel resources allocation per slice(s), which can be given by an example as follows:
 Resource pool 1 – AC32 (slice1, slice2)
Resource pool 2 –AC34 (slice3, slice 4)
Resource pool 3 – AC35 (slice 5)
Separated PRACH configuration for a slice or slice group may reuse existing configuration for transmission occasions of time-frequency domain and/or preambles.
While the UE should be able to identify and use the configured resources, depending on its allocation to a slice. Following the approach based on the Operator-defined set of Access Categories, the UE could get to know the relevant PRACH configuration by identifying Access Category in use.
Proposal 2: The gNB provides slice-based RACH isolation by means of random access channel resources allocation per one or more slices identified by ACs.

2.3	RACH prioritization 
RAN2 agreed that existing RACH prioritization parameters (i.e., scalingFactorBI and powerRampingStepHighPriority) can be supported as baseline for slices-specific RACH parameter prioritization. It seems straightforward to associate the RACH parameters prioritization parameters existing in RRC signalling with slice groups represented by Access Categories:
Proposal 3: The gNB provides a slice prioritization by means of scalingFactorBI and powerRampingStepHighPriority configured per one or more slices identified by ACs.
Based on that: slices can be mapped to Access Categories, and Access Categories to RA procedure priorities. E.g:
scalingFactorBI1, powerRampingStepHighPriority1 – ODAC 1 
scalingFactorBI2, powerRampingStepHighPriority2 - ODAC 2 
A wrong grouping of multiple slices into the same RACH resources may lead to slice specific resources congestion occurrence, thus to the condition how the slice-based RACH isolation and prioritisation should be set. RACH configurations for multiple slices will not serve the purpose (to enable fast cell access) when normal resources are not congested in a cell but slice specific becomes loaded. Consequently, we may be looking at a dynamic need of adjusting RACH resources for slice-specific and normal access. If there is no consistent mechanism to initiate/reset resources sharing among slice specific resources with normal/common resources, we believe that any of the justified methods to prioritise RA resources for slices will deteriorate the overall RACH performance. RACH prioritisation should follow an internal gNB condition. Only when it detects an overload for a slice (i.e. an Access Category from 32-63 range associated with a S-NSSAI), it should apply a slice-based RACH prioritisation. 
Proposal 4: RACH based priorities and RACH load related to slice-based access is decided at gNB.
In our understanding, WID focus objectives on mobile originated calls in order to limit the impacts on AS-NAS interaction, as well as procedural aspects for Paging. Once the RACH priorities related to slice-based access is decided at gNB, it can be easily adapted to the mobile terminated calls, if it is limited in terms of overhead and procedural impacts. 
Thus, we propose to clarify further potential developments scope for mobile terminated attempts. RA optimizations targer better slice-based performance. Also for MT calls, there is no guarantee the paged user will not collide with another (not paged) user during the RA procedure due to random access nature. Since the UE actions for MT call after paging are slice agnostic (i.e. Access Categories from the range 32-63 do not apply), it is not preferable to consider slice id- or slice group- based mechanism.
It is not desirable to impact Paging message with slice specific information for multiple slices. Instead, to address a need for faster access of MT calls, we believe only limited possibilities and priority groups could be considered. 
Proposal 5: RACH prioritization for mobile terminated calls that would involve AS-NAS interaction is out of the current WI scope.
Once more generic mechanisms for RA priority indication or RA classes that are slice agnostic but can serve the purpose of slice-based RA prioritisation is considered, we understand it can still be developed. gNB could decide to assign certain (higher) priority in Paging. However, the information on assigning priorities should be limited to very few RA prioritises or classes or  to avoid too scattered fragmentation in the gNB resources, and significant increase of the size of the paging records. 
Proposal 6: For mobile terminated calls, Paging message can support a priority indication under the condition RAN3/SA2 builds the slice grouping into the priorities.
3	Conclusion
In this contribution we have made the following observations and proposals:
Observation 1: A slice-based RACH configurations for a group of slices cannot support large number of slices due to SIB1 size limitation and fragmentation of RACH resources.
Observation 2: Given UAC is performed before initiating RA, intended slice access support is known to the UE before initiating Random Access by means of Access Category.
Observation 3: For mobile originated calls, slice-specific access attempt can be easily achieved based on Access Categories.
Observation 4: Reuse of the Access Categories as groups for slicing ensures the limitation of slice groups (within available ODACs).
Proposal 1: Grouping of slices for RACH isolation and prioritization is based on available (group of) ODACs. 
Proposal 2: The gNB provides slice-based RACH isolation by means of random access channel resources allocation per one or more slices identified by ACs.
Proposal 3: The gNB provides a slice prioritization by means of scalingFactorBI and powerRampingStepHighPriority configured per one or more slices identified by ACs.
Proposal 4: RACH based priorities and RACH load related to slice-based access is decided at gNB.
Proposal 5: RACH prioritization for mobile terminated calls that would involve AS-NAS interaction is out of the current WI scope.
Proposal 6: For mobile terminated calls, Paging message can support a priority indication under the condition RAN3/SA2 builds the slice grouping into the priorities.
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