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1	Introduction
This paper addresses the below objective in the WID
•	RAN enhancements based on new QoS related parameters if any, e.g., survival time, burst spread, decided in SA2. [RAN2, RAN3]
In the last meeting, the following has been agreed
Ran2#112
=>	Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2.
RAN2#113
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress
We first present two necessary clarifications for QoS parameters and then discuss how RAN can utilize the survival time.
[bookmark: _Ref178064866]2	Discussion
2.1	New TSC-AI attribute: Burst End Time 
In RAN2#105, RAN2 sent a LS to SA2 (R2-1902354) indicating that the knowledge of a TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule traffic either via Configured Grants, Semi-Persistent Scheduling or with dynamic grants. SA2 has correspondingly specified TSCAI in TS 23.501. In this paper we discuss the benefits, from a RAN perspective, to be realized by supplementing burst arrival time (BAT) with a new TSCAI parameter referred to as Burst End Time (BET). Reception of BET allows a gNB to determine the latest point in time where UE or gNB can receive a packet for inclusion in the next instance of a radio resource (uplink or downlink respectively) used to support transmission of packets associated with a given QoS flow. 

One key TSCAI attribute of value is the Burst Arrival time (BAT, see Table 1). 
[bookmark: _Ref67665389]Table 1 TSCAI information (see section 5.27.2 in 23.501 v17.0.0)
	Assistance Information
	Description

	Flow Direction
	The direction of the TSC flow (uplink or downlink).

	Periodicity
	It refers to the time period between start of two bursts.

	Burst Arrival time (Optional)
	The latest possible time when the first packet of the data burst arrives at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).

	Survival Time (Optional)
	It refers to the time period an application can survive without any burst, as defined in clause C.2.3 of TS 22.104 [105].


A gNB uses Burst Arrival time to determine when UE/gNB will first receive payload (e.g. an uplink/downlink ethernet frame) for inclusion in the next instance of the radio resource used in support of the corresponding TSN stream. In the remaining discussion below, we focus only on the case of downlink traffic and it can be noted that the same applies for the uplink traffic arrival at UE. 
BAT therefore serves as the earliest point in time at which the gNB can begin accumulating packets for inclusion in a MAC PDU to be sent using the next instance of the corresponding DRB resource. It will be beneficial for TSCAI to be supplemented with a Burst End Time (BET) parameter indicating the time when the gNB can expect to receive the last packet to be transmitted using the next instance of the corresponding DRB resource (i.e. BET = the right side of the blue rectangle in Figure 1).  This is useful in the case of TSN stream aggregation in which there are multiple packet arrivals within the burst (see more details in the Section 5 background). 
[image: ]
[bookmark: _Ref68187105]Figure 1 MAC PDU Assembly and Transmission Time
	Burst End time
	The latest possible time when the last packet of the data burst arrives at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).


· The key benefit of BET is that it provides the gNB with enhanced flexibility regarding where it can schedule the DRB resources needed for supporting a given QoS flow while satisfying the PDB requirement. Without BET a gNB will not know the point in time when the last packet will arrive which forces it to identify a latest point in time (i.e. a “drop dead time”) for accepting packets to be aggregated into the next MAC PDU to be sent, e.g., using a periodic DL SPS configuration or in a dynamic resource allocation used for the corresponding QoS flow. Assuming a “drop dead time” for BET can substantially reduce the flexibility regarding where a gNB can schedule the corresponding DRB resources and thereby reduce overall efficiency in managing radio resources. When there is only one packet in the burst, the value of the BET is the same as the value of BAT. 
· The value of BET can be determined e.g. using the width of the TSN gate open cycle during which the UPF/NW-TT receives the set of packets and therefore enhancing TSCAI to include BET seems to be a feasible option.
Additionally, in the RAN2#113, the following is agreed 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
In the latest SA2 meeting in February, burst spread is not recommended for normative work in SA2 (see [1]). What remains to be discussed is the burst end time. There have been some comments in the previous meetings on the relation between the two parameters, i.e., burst spread and burst ending time. The meaning of the time interval between BAT and BET is related but not the same as the “burst spread”. “Burst spread” is defined as the “variation of burst arrival time for DL traffic resulting from jitter on N6, if applicable)” - see “Key Issue #3A: Exposure of deterministic QoS” in [1]. Furthermore, discussions in SA2 and RAN2 were driven by different motivation, i.e. jitter handling on N6 for DL in SA2, and i.e. RAN knowledge about burst end time for DL and UL bursts for scheduling optimizations in RAN2. Beside jitter on N6, as discussed in SA2, the BET can be due to other factors as well, for example, the width of the TSN gate open cycle which is an essential part of the TSN protocol. Due to the differences in the discussions around burst spread and BET, the SA2 decision to not continue normative work on burst spread, does not preclude further work on BET.   

Therefore, in this paper, we propose introducing BET as a new TSCAI parameter that allows for more flexible use of available radio resources by the gNB.  A corresponding draft LS to SA2 can be found in the Annex A. 
[bookmark: _Toc68188802]It is beneficial for the RAN to obtain a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst.
2.2	Message loss and how to Measure Survival Time
TS 22.104 [3] defines Survival Time (ST) as “the time that an application consuming a communication service may continue without an anticipated message.” See Figure C.3-1 in Annex C.3 of the TS 22.104 for an intuitive illustration of the survival time. 
RAN2 in the last meeting agrees that 
Agreements 
=>	Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2
Further considering in Section 2.1 that the packets/frames can arrive at any time between BAT and BET, there is a need to clarify how the survival time is measured and at which time the anticipated message is considered as “not received”/”lost”. Assuming that there is one application-layer message per burst, potentially segmented into multiple packets, and operation for survival time is related to a burst as suggested by SA2 by indicating survival time in TSCAI, the main question is whether to consider survival time starting related to beginning or end of the burst, and what is the relation to the PDB of the QoS flow.

SA2 has defined 5G Access Network Packet Delay Budget (5G-AN PDB) for each packet within a QoS flow, and typically it is counted from the time when the packet is received into the PDCP layer of UE or gNB. A packet is considered as lost once its 5G-AN PDB after reception for transmission expires. 
Due to the variation of the arrival time of the packets in two different bursts, the time when packet is considered as lost is not consistent in these two bursts. This may lead to that the survival time is wrongly calculated. One example is illustrated as below. It leaves very short time for the packet delivery to meet the survival time, which is even before its PDB. The issue is that the packet in the second burst arrives close to the burst end time while the packet in the first burst arrives close to the burst arrival time. 
[image: ]
Figure 2 Incorrect Survival Time Calculation
To address the above lack of clarity for RAN, one interpretation is that the survival time is counted from the PDB after the burst end time, see below Figure 3. In this way, it accounts for the possible latest arrival time in the subsequent bursts and thus the survival time can make sense for RAN. 
[image: ]
[bookmark: _Ref68187108]Figure 3 Correct Survival Time Calculation
In this approach, the survival time ends after the PDB of the second packet. However, for the delay critical GBR resource type, packets delayed more than the PDB can be discarded or delivered depending on local decision [2]. For a QoS flow provided with survival time, a smart implementation should still deliver the packet up to the survival time even if after the PDB has been reached. 
With the above discussion, it is conceptually clean to define that a message transmission is considered as failed if not delivered by the burst end time plus 5G-AN PDB in RAN (i.e., regardless of where the message arrives in the burst) and survival time starts when message transmission is considered as failed at the burst end time plus the 5G-AN PDB. Note that a message (with a very large size) can be segmented into multiple packets/frames sent to RAN, see Annex B. Therefore, we propose that 
[bookmark: _Toc68188803]If not all segments of a message are delivered before the time equal to burst end time (BET) + 5G-AN PDB, the message transmission is considered as failed and the survival time starts (if not already started). 
If all segments of a message are successfully delivered before the time equal to this message’s burst end time (BET) + 5G-AN PDB, then it can be understood that the application has “survived” and the survival time is reset and not appliable anymore till the next time it is triggered by a message delivery failure. 
Considering the Proposal 1 and Proposal 2, we propose to send a LS to SA2 to clarify RAN2 understanding.  See a draft in Annex A.
[bookmark: _Toc68188804]Proposal 3:	RAN2 to send SA2 an LS stating 
[bookmark: _Toc68188805]“It is beneficial for the RAN to obtain a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst”; and 
[bookmark: _Toc68188806]“It is RAN2's understanding that if not all segments of a message are delivered before the time equal to burst end time (BET) + 5G-AN PDB, the message transmission is considered as failed and the survival time starts (if not already).”

2.3	How RAN uses the survival time
In the last RAN2 meeting, the following is agreed
Agreements 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress
Once the survival time (ST) period starts, a RAN implementation may schedule the radio resource more robustly to make sure any subsequent messages (e.g., the second message) can be delivered successfully before the survival time is violated. What applies to the first message that is lost is implementation specific, e.g., the gNB can discard the first message and deliver the first message later. If the message is successfully delivered, the robust resource allocation can be replaced with a normal resource allocation. If a message is not successfully delivered prior to the end of ST period, then a gNB determines that a ST violation has occurred and subsequent gNB action is implementation specific. This is illustrated in the below figure.
[image: ]
Figure 4 How to use survival time at RAN. Normal resource allocation for the 1st and 3rd message, and more resource allocation for the 2nd message.
A robust resource allocation is only needed if previous message(s) are not successfully delivered while in all other cases, a normal resource allocation is needed. Note that the message failure rate is already a very rare event. For example, standard 5QI value of Delay Critical GBR QoS flows (from 82 to 86) in TS 23.501 [2] has a packet error rate target of 10^-4 or 10^-5. The mechanism of survival time can be one way to ensure an even higher communication service availability target value (for example, 1-10^-9).
[bookmark: _Ref67673513][bookmark: _Toc68188798]	The start of survival time is a rare event for the case where message delivery is supported according to corresponding PER and PDB QoS attributes.
One key question is how to trigger the resource allocation shift.  For Rel-17, we agreed to only focus on periodic traffic, and for periodic traffic, gNB is aware of the packet arrival at either UE or gNB (i.e., by using TSCAI parameters) and then it can observe whenever a packet is not delivered within the packet delay budget. Upon observing this a gNB can schedule the subsequent packet with higher reliability to help ensure the survival time is not violated, such as, sending a (re)-activation command for UL CG or a dynamic uplink grant with a more robust MCS, or even activating PDCP duplication.  
[bookmark: _Toc68188799]gNB knows when the expected message is not received according to the PDB and can schedule the subsequent message with higher reliability to help ensure the survival time is not violated. 
As it is shown above, there is already a well-functioning network-based implementation solution and it shall be taken as the baseline. The UE based solutions may be introduced only if there are issues found in this baseline. 
[bookmark: _Toc68188807]Network implementation-based solution to utilize survival time is the baseline. 

One potential situation, in which UE-based solution might be useful, is that the gNB reaction is slower compared to that of the UE in the case of the short survival time. However, it is agreed that the focus is on the UL periodic traffic. For UL traffic, the reception status is known at the gNB first and so it must be sent/indicated to the UE. More importantly, there are no reasonable ways for UE to know the reception status in a fast and reliable way:
· If the feedback is on the MAC layer, two options are mentioned:
· DFI indicating NACK: DFI can only be configured for the unlicensed spectrum and it was agreed to not to purse enhancements for the Unlicensed Controlled Environment (UCE) scenario. 
· UL re-transmission grant: Network can provision multiple HARQ re-transmissions to meet the PER/PDB target and it is not clear how UE knows from which consecutive unsuccessful transmissions the survival time starts.
· If the feedback is on the RLC/PDCP layer: typically, it has a long delay on these layers and does not work for the case of the short survival time. For a long survival time, the gNB can react itself and schedule the UE more robustly for subsequent packets.
[bookmark: _Toc68188800]UE-based solutions may be useful for short survival time, but there is no faster and more reliable way to indicate to the UL transmission reception status to the UE than gNB simply dynamically scheduling the UE. 
Another component that is needed for UE based solutions is that the resource allocation needs to be pre-configured so that UE can immediately utilize it upon entering the survival time mode. Otherwise, gNB could simply allocate the resources itself which is essentially equivalent to network-based solutions. 
For example, it has been proposed in Rel-16 for UE to autonomously activate PDCP duplication, with conditions configured by the network and related with the survival time. This approach requires to have reserved UL resources all the time for the LCHs with PDCP duplication configured but not activated yet. However, as mentioned in Observation 1, use of survival time is a very rare event which means that any reserved UL resources would ONLY be used for one out of 10^4 to 10^5 attempted message transmissions, making this approach extremely spectrum inefficient. For other solutions using adaptive L1/L2 configuration/parameters summarized in [6], they have the similar resource waste issues. One may argue to use intra-UE prioritization feature in this case, to allow gNB to schedule overlapping grants (used for other traffic) over the grants reserved for PDCP duplication (just in the rare case the reserved grants would be utilized by UE to fulfil the survival time), but this can be considered an overkill solution in which there is a clear better alternative of simply letting the gNB do regular dynamic scheduling.
[bookmark: _Toc68188801]UE based solutions require reservation of a significant amount of UL resources for a rare event (from 10^-4 to 10^-5), which leads to enormous resource waste and unnecessary complexity in gNB scheduler. 

Based on the above discussions, it is clear that UE-based solutions are not needed, as they cannot improve the performance as compared to network-based solutions (i.e. simply dynamically scheduling).
[bookmark: _Toc68188808]Specification enhancements for UE-based solutions are not needed. 

3. Conclusion
In the previous sections we made the following observations: 
Observation 1	The start of survival time is a rare event for the case where message delivery is supported according to corresponding PER and PDB QoS attributes.
Observation 2	gNB knows when the expected message is not received according to the PDB and can schedule the subsequent message with higher reliability to help ensure the survival time is not violated.
Observation 3	UE-based solutions may be useful for short survival time, but there is no faster and more reliable way to indicate to the UL transmission reception status to the UE than gNB simply dynamically scheduling the UE.
Observation 4	UE based solutions require reservation of a significant amount of UL resources for a rare event (from 10^-4 to 10^-5), which leads to enormous resource waste and unnecessary complexity in gNB scheduler.
Based on the discussion in the previous sections we propose the following:
Proposal 1	It is beneficial for the RAN to obtain a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst.
Proposal 2	If not all segments of a message are delivered before the time equal to burst end time (BET) + 5G-AN PDB, the message transmission is considered as failed and the survival time starts (if not already started).
Proposal 3:	RAN2 to send SA2 an LS stating
	“It is beneficial for the RAN to obtain a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst”; and
	“It is RAN2's understanding that if not all segments of a message are delivered before the time equal to burst end time (BET) + 5G-AN PDB, the message transmission is considered as failed and the survival time starts (if not already).”
Proposal 3	Network implementation-based solution to utilize survival time is the baseline.
[bookmark: _In-sequence_SDU_delivery]Proposal 4	Specification enhancements for UE-based solutions are not needed.
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5. Background 
The central network controller (CNC) in TSN computes and schedules the end-to-end transmission for each TSN stream and then transfers the computed schedule to each TSN bridge (e.g. a 5G network acting as a TSN bridge). As part of the schedule computation, the CNC provides each TSN bridge with information that allows for forwarding packets (ethernet or IP) to the next appropriate TSN bridge according to an acceptable time schedule using an appropriate reception time interval. 
Issue 1 multiple packets within one burst: The concept of TSN stream aggregation allows a 5G network (e.g. from a TSN AF) to identify and aggregate a set of TSN streams received within a given time interval (i.e. the time from the start of a TSN gate open until gate close) that have the same traffic class and have a compatible periodicity (e.g., can be used for transmission over the radio interface using a common MAC PDU). The aggregation process results in the 5G network identifying TSCAI information (e.g. Burst Arrival time and Periodicity, see Table 1) and QoS flow characteristics that are representative of the aggregated set of TSN streams. gNB uses this representative information to allocate resources suitable for transmitting the set of aggregated ethernet frames. 
Issue 2 survival time for TSC: TS 22.104 defines Survival Time (ST) as “the time that an application consuming a communication service may continue without an anticipated message”. In SA2, it is agreed that Survival Time is transferred as part of the TSCAI parameter. RAN2 in the last meeting agrees that “time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time”.  However, even with this definition there is still a need for RAN2 to identify the possible options for when the ST period begins. Basically, there is a need to clarify how the application layer requirement of survival time is translated/mapped to the requirement understandable by RAN under the existing QoS/TSCAI framework. 

6. Annex A - Draft LS to SA2 on TSC-AI parameter clarification 
Title:	Draft LS on TSC-AI parameter clarification
Release:	Rel-17
Work Item:	NR_IIOT_URLLC_enh-Core

Source:	[To be replaced with RAN2]
To:	SA2

Contact Person:
Name:	Zhenhua Zou
E-mail Address:	Zhenhua.Zou@ericsson.com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

1. Overall Description:
RAN2 has agreed that it is beneficial for the RAN to obtain a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst.
The new Burst End Time (BET) parameter indicates the time when the gNB can expect to receive the last packet within the burst for the DL traffic and when the UE can expect to receive the last packet within the burst for the UL traffic. The key benefit of BET is that it provides the gNB with enhanced flexibility regarding when it needs to schedule radio resources for supporting a given QoS flow while satisfying the PDB requirement, for example gNB may wait until BET and then aggregate the packets of a burst into one transmission. It is RAN2’s understanding that the value of BET can be determined in CN by, for example, the width of the TSN gate open cycle.
RAN2 has also discussed when the survival time is supposed to start and agrees that if not all segments of a message are delivered before the time equal to burst end time (BET) + 5G-AN PDB, the message transmission is considered as failed and the survival time starts (if not already).  If all segments of a message are successfully delivered before the time equal to this message’s burst end time (BET) + 5G-AN PDB, then the survival time is not applicable anymore till the next time it is triggered by a message delivery failure. 
2. Actions:
To SA2 group
ACTION: 	1. RAN2 respectfully asks SA2 to introduce the “Burst End Time” as a new TSCAI parameter to be sent to gNB. 
2. When providing survival time, burst arrival time, burst end time as part of the TSC AI parameters to meet the application requirement, RAN2 respectfully asks SA2 to consider the RAN2 agreements on when the survival time starts.

3. Date of Next TSG-RAN2 Meetings:
3GPPRAN2#114-e		May 19th to May 27th, 2021	Online
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7. Annex B – Large message size use case in TS 22.104
(Excerpt of part of) Table 5.2-1: Periodic deterministic communication service performance requirements 
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)


NOTE 12a:	It applies to both UL and DL unless stated otherwise.

The message size is 15 k to 250 k bytes and cannot be fit into one Ethernet frames or IP packet
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