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Introduction
The new WID of NR Industrial Internet of Things (IoT) and URLLC support was approved in RAN#86 and revised in RAN#88e [1]. In which, the following objective is included:
	...
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, decided from SA2. [RAN2, RAN3] 


[bookmark: OLE_LINK7]In Rel-16, there were some discussion on the survival time parameter in RAN2#105bis. The following agreements have been made:
	· [bookmark: OLE_LINK3]RAN2 think that knowledge of survival time is beneficial to gNB. FFS whether there would be any impact to AS specifications to make use of this, and such discussions would have lower priority, as it is not explicitly a WI objective. There are also concerns that QoS framework may be impacted due to survival time being provided explicitly. 


[bookmark: OLE_LINK15]Based on the Report of 3GPP TSG RAN2#112-e [2], the following agreements on survival time have been achieved:
	· [bookmark: OLE_LINK39]Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time. FFS how this will be achieved and what message loss means in RAN2


In RAN2#113 e-meeting, based on the contributions, the following agreements have been achieved:
	Assumptions:
· Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
· RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
· Support for survival time in UCE is up to network configuration. 
· Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
· Communication service reliability (CSR) is not needed on top of survival time
· Only periodic traffic is considered for survival time work in Rel-17
· AN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress


In RAN2#113 e-meeting, many options for survival time state monitoring and avoiding intolerable consecutive errors have also been discussed but no agreements are achieved. In this contribution, we will further discuss the RAN2 impacts of survival time and give our proposals.
[bookmark: OLE_LINK14][bookmark: OLE_LINK44]Discussion
Survival time state monitoring
In last meeting, RAN2 has confirmed that specification enhancement for survival time support may only needed for uplink. For survival time state monitoring, two different options of a new survival timer at transmitter side and a new survival timer at receiver side are on the table. For uplink service, that also means UE-side timer and gNB-side timer.
[bookmark: OLE_LINK16]Before further discussing whether survival time (ST) statistics should be performed by UE or gNB, we’d better to firstly clarify the following related issues: what’s the suitable time point to start ST timer on the RAN side, how to deal with unsuccessful packets, whether and how to count empty packets in the service.
According to the last meeting discussion, companies’ views about when to start the ST timer can be divided into two categories: 
(i) Alt1: The ST timer may be started after confirming the packet (s) failure if PDB is exceeded or negative feedback is received.
(ii) Alt2: The ST timer may be started after arrival of packet or at the burst arrival time (the time when the package is expected to arrive). 
Both of these two alternatives are shown in the following Fig. 1: 
[image: ]
Figure 1
[bookmark: OLE_LINK17]It can be seen, for the most stringent scenario that the survival time equals to only one transfer interval of the traffic, no matter when the ST on the RAN side is started, it will precede the start time of the ST in the application layer. The start time of the ST in the application layer may be before the start of the next cycle of packet transmission in the RAN side. In other words, as long as the packet is successfully sent before the third cycle, the ST in the application layer will not expire.
However, one thing that is not so clear is, how to define successful packet transmission. There are two cases of successful packet transmission: 
(i) The packets that was not successfully sent is discarded and in the next cycle a new packet would be sent.
(ii) [bookmark: OLE_LINK18]The packet is successfully re-sent by using the free time between cycles after the packet that was not successfully sent. 
[bookmark: OLE_LINK22]In the first case, it is not allowed to resend the packet that has not been successfully sent, so it is more reasonable to start the ST timer on the RAN side after the message transmission fails as it can identify whether the packet can be successfully transmitted in the next cycle. In the second case, no matter the ST timer on the RAN side is started before or after the message transmission fails, it cannot fully monitor the packets sent between the second cycle and the third cycle. Therefore, there is no difference between these two kinds of start point of time. After the ST timer on the RAN side expires, the ST timer needs to be restarted to identify whether the packet can be successfully sent before the deadline for receiving the message at the application layer. 
We think that such ambiguity about how to deal with the packets that were not successfully sent may have impacts on the choice of start point of ST timer and the setting of the conditions for resetting the ST timer.
Observation 1: It is not clear how to deal with the packets that were not successfully sent, e.g. discarding them or using the free time between cycles to resend them. Such ambiguity may have impacts on the choice of start point of ST timer and the setting of the conditions for resetting the ST timer.  
Proposal 1: RAN2 clarify how to handle the packets that were not successfully sent.

[bookmark: OLE_LINK23][bookmark: OLE_LINK21]For the above mentioned Alt1 and Alt2 for starting of ST timer, one of the difference is that if there is an “empty packet”, e.g., an expected UL packet but it’s not really received by the UE. Such “empty packet” cannot be counted by Alt1 but can be counted by Alt2. Therefore, before we make choice on Alt1 and Alt2, we also need to discuss whether an “empty packet” needs to be considered. It seems an empty packet is similar as a packet that was not successfully sent, but they cannot be confused. In the most stringent scenario, the assumption of empty packets would have an impact on ST timer. 
As mainly deterministic periodic service is under study, generally we don’t assume the existence of the “empty packets”. Moreover, RAN cannot differentiate the reasons that results the “empty packet”, e.g., a packet in plan is deliberately skipped by the application layer or it has been lost during the delivery between different layers? Furthermore, if a packet is deliberately skipped by the application layer, whether application layer would count it in its survival time? If application layer counts but RAN side don’t count or vice versa, it would cause inconsistent counting on survival time. That’s obviously undesired.
Therefore, in order to make the design of the ST monitoring mechanism on the RAN side simple and effective, we think we’d better assume there is no empty packet in deterministic periodic service.
Proposal 2: RAN2 assume there is no empty packet in deterministic periodic service.

In the previous meeting, the jitter of packet arrival was also considered by some companies when analyzing ST timer. And the Alt2 for starting ST timer is preferred. However, based on the conclusion of SA2#143E [5], the parameter Burst Spread introduced to overcome jitter will no longer be considered. In other words, the jitter of packet arrival will be solved by implementation.
Observation 2: SA2 has decided not to introduce the parameter Burst Spread.

With all above analysis, we think no matter what the subsequent processing can be done after the message transmission failure, it can be counted by the Alt1. On the other hand, the Alt2 is only suitable for retransmitting packets that were not successfully sent before. Therefore, we still prefer the Alt1 for starting ST timer.
For Alt1, the following thing is how to count packet transmission failure. According to the discussion in previous meetings, the HARQ-ACK or RLC ACK-based, e.g., feedback-based ST timer options, and also some AN-PDB based ST timer option have been mentioned. After further consideration, we think there is a problematic case for feedback-based ST timer options, e.g., the feedback information that the data packet is successfully sent may be received after the ST timer has expired. Such case doesn’t for AN-PDB based ST timer option. Therefore, we prefer AN-PDB based option ST timer counting. 
In addition, for the AN-PDB based option, in order to be able to accurately determine whether the data packet has been successfully sent within the AN PDB time, the feedback corresponding to the data packet needs to be notified to the sender within the AN PDB time and as soon as possible. This part may still need to be enhanced.
[image: ]
Figure 2
Proposal 3: It is suggested that RAN2 uses AN-PDB timer to trigger the start of ST timer.
Proposal 3a: Further enhancement for feedback of AN PDB timer can be considered.

In the following, we back to discuss the question at the beginning of this section, e.g., how to choose between two different options of a new survival timer at transmitter side and a new survival timer at receiver side. For uplink transmission, UE can be seen as the sender and gNB can be seen as receiver. It may be more straightforward to let sender (UE) measure failure on packet transmission and perform ST counting. But it’s still possible for receiver (gNB) to perform this thing since receiver also can identify the failure on packet transmission, e.g., based on the knowledge of granted resources. However, as gNB may not be able to map the received packets to the granted resources, it may be not easy for gNB to associate a failed packet with a ST timer and then the gNB may not be able to accurately start or stop ST counting. In addition, considering that communication enhancement is needed before ST timer expires, e.g., to quick actions should be taken when packet(s) transmission failure(s) occur, we also think sender (UE) would be more suitable to manage ST timer. Therefore, we firstly suggest for UL transmission, to let sender (UE) measure packet transmission failure and perform ST counting.
[bookmark: OLE_LINK20][bookmark: OLE_LINK6]Proposal 4: It is suggested to let UE to measure uplink packet transmission failure and perform ST counting.
[bookmark: OLE_LINK5]
Based on the Proposal 4, the UE should also know the higher layer requirement of ST. Based on the current agreements, the higher layer parameter ST can only be notified to gNB via TSCAI. Then we need to discuss how to notify this parameter to the UE. 
One option may be to use NAS-PDU in NAS signaling to directly transfer this ST information from core network to the UE. Another way may be to let gNB forward this parameter to the UE, e.g., via air interface signaling. It looks like the latter way may involve more parameter forwarding. In addition, considering this parameter is mainly used for enhancements on user plane data scheduling, we prefer the former option.
Proposal 5: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signaling.

Avoiding intolerable consecutive errors
In the following, we will have discussion on how to improve the communication reliability based on the ST in uplink transmission. Based on email discussion from the last meeting [4], we know that there are 4 categories option to enhance packet transmission. The number of companies that support each option can be summarized as following:
	Option
	PDCP Duplication
	Adaptive L2/L1 configuration/parameters
	gNB scheduling
	Others (Allowable transmission in measurement gaps or UE reporting of excessive consecutive data burst loss)

	Number of companies
	20
	19
	7
	3


It can be think majority companies support the option of PDCP Duplication. However, they think one of the difficulties is that when using PDCP duplication, the additional delay may be caused by activating/deactivating PDCP duplication through MAC CE signaling from gNB. One possible solution may be that UE can be allowed to independently enable PDCP duplication. We have sympathy with the above opinion. 
In order to make it feasible that UE can independently enable PDCP duplication, we need to deal with the issue that UL authorization requests may cause additional delays in new duplication transmission after duplication transmission is activated. To solve this problem, we can consider a shorter timer in gNB (also can left to gNB implementation) for earlier activating some configured necessary uplink resources before UE activates PDCP duplication. On the other hand, the gNB can also configure a threshold for UE side ST counting. If UE side evaluation exceeds the threshold, the UE itself can activate PDCP duplication and sends the replicated packets through the activated Configured Grant. 
Proposal 6: It is suggested to introduce enhancement for independently activating/deactivating PDCP duplication on the UE side.
According to the results of measurement on ST in UE side, in addition to the above-mentioned view that UE can independently perform some actions to enhance communication, some companies think UE can report the related results to gNB. In the simplest way, the report can be triggered if the timer for ST expires. After receiving the reported results, gNB may further update the maximum number of retransmissions (maxRetxThreshold) of RLC in UE or activate PDCP duplication function to optimize the uplink scheduling.
In addition, if the UE determines the failure based on the results of measurement on ST, the UE can assume that the current service cell may not meet the communication requirements and may trigger the cell reestablishment procedure.
[bookmark: OLE_LINK9]Proposal 7: For the case of uplink transmission, it’s suggested to let UE report results of survival time measurement to network to enable scheduling enhancements for uplink transmission.

[bookmark: OLE_LINK1]Conclusions
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In this contribution, we make the following observations and proposals:
Observation 1: It is not clear how to deal with the packets that were not successfully sent, e.g. discarding them or using the free time between cycles to resend them. Such ambiguity may have impacts on the choice of start point of ST timer and the setting of the conditions for resetting the ST timer.  
Observation 2: SA2 has decided not to introduce the parameter Burst Spread.

Proposal 1: RAN2 clarify how to handle the packets that were not successfully sent.
Proposal 2: RAN2 assume there is no empty packet in deterministic periodic service.
Proposal 3: It is suggested that RAN2 uses AN-PDB timer to trigger the start of ST timer.
Proposal 3a: Further enhancement for feedback of AN PDB timer can be considered.
Proposal 4: It is suggested to let UE to measure uplink packet transmission failure and perform ST counting.
Proposal 5: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signaling.
Proposal 6: It is suggested to introduce enhancement for independently activating/deactivating PDCP duplication on the UE side.
Proposal 7: For the case of uplink transmission, it’s suggested to let UE report results of survival time measurement to network to enable scheduling enhancements for uplink transmission.
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