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1 Introduction
RAN3 has agreed that local re-routing for congestion mitigation and load balancing can be discussed in RAN2. Inter-donor-DU local re-routing in Rel-17 IAB has been adopted and details are FFS. 

In the last RAN3 meeting[1], RAN3 has agreed to liaise RAN2 for designing solutions for the BAP routing issue of the inter-donor DU re-routing. And it has been agreed that inter-donor-DU re-routing can be used to address UL packet loss and unnecessary transmissions to reduce the service interruption during the intra or inter donor topology adaptation. RAN2 should consider the details of re-routing to address the problem of UL data loss.

In this contribution, we discuss the inter-donor-DU re-routing for UL data loss reduction.
2 Discussion 
In Rel-16, during the intra-donor migration the IAB-node can release the connection of the source parent node and connect to target parent node. The routing of the migrating IAB-node and the descendant nodes should be re-configured by the donor-CU if the migration is between different Donor-DU. However, some data on source path, i.e., with the destination BAP address of the source Donor-DU, may remain in the migration node and descendant nodes after migration. The data on source path sent via the target path will be dropped by the target Donor-DU, which causes the consequence of unnecessary transmissions. 
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Figure 1. UL data loss during IAB migration
It has been agreed by RAN3 that inter-donor-DU re-routing can be used to address the UL packet loss and unnecessary transmissions to reduce the service interruption. To address this issue, the routing ID of data on source path can be changed to the target path. The destination BAP address of on-the-fly data can be re-written to the BAP address of the target Donor-DU and path identity can be changed to adapt to the routing of new ancestor nodes.
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Figure 1. Re-routing on-the-fly packets in case of single connection in migrating node 
For migrating node with single connection, in order to support re-routing the on-the-fly packets there should be relevant configuration on the migrating node. The configuration should include routing ID for the re-routing packets on the target path and the UL BH RLC channel used to deliver the packets to the next-hop node. The migrating node rewrites the routing ID in the BAP header of the on-the-fly packets with the routing ID on the target path. 
There are two possible options for rerouting the on-the-fly packets:

· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets. 
Pros: The re-routing can be started soon after the migration, in which case the delay of the on-the-fly packets can be reduced as much as possible.
Cons: If all the on-the-fly packets are delivered via the path and UL BH RLC channel for F1-C and non-F1 data, the delay of the F1-C and non-F1 data will be increased. The service interruption will be increased as the configuration for F1-U via the target path is delayed. 
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets. 
Since the donor-CU will configure the routing ID of target path and the UL BH RLC channels to the next-hop node for each egress BH RLC channel and each UE DRB after the migration on the migrating node, the migrating node can utilize the newly configured routing ID and BH RLC channel to re-route the on-the-fly packets, e.g., utilizing the routing ID and UL BH RLC channel configured for UE DRBs.
Pros: The default UL BH RLC channel for F1-C and non-F1 need not be shared with the on-the-fly packets, so that the F1-C and non-F1 data will not be delayed. The service interruption will not be increased.
Cons: The delivery of the on-the-fly packets should be stopped until the relevant configuration is received by the migrating node since the target path for on-the-fly data may not be delivered before the migration. And the donor-CU may need to configure the routing ID for the on-the-fly packets, i.e., configuring the mapping relationship between the routing ID via the target path and each routing ID of the on-the-fly packets.
To reduce the delay of the on-the-fly packets, the configuration for the on-the-fly packets can be delivered via RRC Reconfiguration message before the migration. When the migrating IAB-node completes the random access to the target cell, it can carry out re-routing for the on-the-fly packets. 
Based on above analyze, RAN2 is proposed to discuss which option is to be adopted on the configuration for re-routing the on-the-fly packets.
Proposal 1: RAN2 is proposed to discuss the following options for re-routing the on-the-fly packets for the migrating node with single connection: 
· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets.
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets.
The similar scenario is that RLF on one connection is detected by the migrating node with dual-connectivity while the donor-DUs for the two connections are different. If the migrating node delivers the packets whose destination BAP address is on the path via the RLF link directly on the good path, the packets will be dropped because the destination address fails to match. To address this issue, the routing ID of data via the RLF link can be changed to the routing ID of the good path. 
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Figure 2. Re-routing on-the-fly packets in case of dual-connectivity in migrating node
Re-routing for the packets of the path via the RLF link requires Routing ID and BH RLC channel to the parent node on the good path. When RLF is detected on one path, the migrating node reports failure information to the donor-CU. To re-route the on-the-fly packets, the donor-CU may need to add the mapping between the ingress BH RLC channel of the on-the-fly packets and the egress BH RLC channel on the migrating node. To reduce the service interruption, before the re-routing configuration from the donor-CU, the migrating node can utilize the BH RLC channel configured for the traffic via the good path, if any, to send the on-the-fly packets.
Proposal 2: For migrating IAB-node with dual connectivity, the migrating node can utilize the routing ID and the BH RLC channel configured for the data transmitted via the good path, if any, to re-route the on-the-fly packets. 
RAN3 has agreed to use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. The descendant nodes can also re-route the on-the-fly packets. The descendant nodes can change the routing ID in the BAP header of the on-the-fly packets to the routing ID of the target path and reuse the existing BH RLC channel mapping relation to deliver the packets. When the migrating node completes the random access to the target cell or detects RLF in one of the connections, the migrating node can indicate the descendant nodes to trigger the re-routing of on-the-fly packets. 

RAN2 need to discuss whether to support re-routing for the on-the-fly packets on descendant nodes.
Proposal 3: RAN2 is proposed to discuss whether to support re-routing for the on-the-fly packets on descendant nodes.
However, the descendant nodes may not know which packet should be re-routed. If the re-routing for on-the-fly packets is supported on descendant nodes, the descendant nodes need to be informed of the routing ID to be re-routed, e.g., by the migrating node. 

Proposal 4: If the re-routing for on-the-fly packets is supported on descendant nodes, the descendant nodes need to be informed of what routing ID should be re-routed. 
3 Conclusion

In this contribution, we discussed the inter-donor-DU re-routing for UL data loss reduction. We make the following proposals:
Proposal 1: RAN2 is proposed to discuss the following options for re-routing the on-the-fly packets for the migrating node with single connection: 
· Option 1: Use routing ID and UL BH RLC channel configured for F1-C data and non-F1 in RRC Reconfiguration to re-route the on-the-fly packets.
· Option 2: Use routing ID and UL BH RLC channel configured for F1-U to re-route the on-the-fly packets.
Proposal 2: For migrating IAB-node with dual connectivity, the migrating node can utilize the routing ID and the BH RLC channel configured for the data transmitted via the good path, if any, to re-route the on-the-fly packets.
Proposal 3: RAN2 is proposed to discuss whether to support re-routing for the on-the-fly packets on descendant nodes.
Proposal 4: If the re-routing for on-the-fly packets is supported on descendant nodes, the descendant nodes need to be informed of what routing ID should be re-routed. 
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