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1 Introduction
In RAN3 #111e, the topology redundancy for IAB including support for CP/UP separation and for improved robustness and load balancing have been discussed [1]. The agreements include:

Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Routing Enhancement via descendant node can be discussed later or after RAN2 decision.

local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

Deprioritize Multi-Route Support with data split in IAB.

Multi-MT Support is FFS in RAN3 pending RAN2

In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

The inter-donor topology redundancy is applicable for F1-U traffic:

- FFS on how to support data transmission of UE bearers via 2 donors.

- FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

- FFS at which of the two donors these F1 interfaces terminate

- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).

The F1-terminating donor initiates the traffic offload to the other donor’s topology

To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

The boundary IAB node belongs to two topologies of two donor CUs

Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,

- opt1 OAM based solution

- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)

- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node

- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node

In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic.

The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.

In this contribution, we would like to show our preference and propose detailed solution on BAP routing for inter-donor topology redundancy for IAB networks. 

2 Discussion 
2.1 Options for BAP routing across two topologies
In the RAN3 LS to RAN2 R3-211331 [2], it has the following statements and asks RAN2 to be involved in the design of inter-donor topology redundancy.
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
RAN2 Post-113e email discussion [3] is collecting companies’ views on the preference of BAP routing and bearer mapping for inter-donor topology redundancy. We would like to take a brief overview of each above option and make our preference.
In option 1, OAM-based configuration ensures that conflicts due to collisions in the BAP and BH RLC CH name spaces are avoided. Such OAM-based solution can always be supported. How they work is out of scope of standardization. We also want to point out that even if the BAP address collision is solved, there is still problem on path id used in BAP routing. Currently path ids in two topologies are independently assigned by each CU. How to assign or map path id for the cross-topology routing path needs to be addressed. Unlike BAP address, path id can be dynamic in operation, which poses challenge for OAM-based configuration. Further, the OAM solution is not friendly to a multi-vendor scenario. Due to these reasons, it is better to standardize the cross-topology BAP routing than depend on OAM-based configuration.
Observation 1: Even if OAM-based solution is adopted, a standardized solution is necessary to support BAP routing across two topologies.

For option 3, BAP routing uses identifiers, which are unique across both topologies. This is accomplished by extending the BAP address with a CU-related identifier. We do not think extending BAP address with a CU identifier is the suitable approach since it increases the BAP packet overhead while we have other choices without doing so.
In option 4, routing is local to each topology, i.e., BAP address, BAP path ID and BH RLC CH IDs have only local scope and can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is rewritten by the boundary node. For that purpose, the boundary node holds a mapping table, which maps the BAP routing ID of the PDU arriving from one topology to the BAP routing ID the PDU has to carry in the other topology. In our opinion, this option has the advantage of limiting the configuration to the boundary node. The BAP routing across topologies is transparent to the descendant node(s) and the nodes on the redundant path (i.e., no additional work is needed on top of Rel-16 scheme).
In option 5, routing is also local to each topology, i.e., BAP address, BAP path ID and BH RLC CH IDs have only local scope and can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is also rewritten by the boundary node. The boundary node also has to carry a separate BAP address in each topology. Opposed to option 4, the boundary node derives the new BAP routing ID based on IP header information. For both UL and DL directions, this IP-to-L2 mapping is equivalent to the DL mapping presently conducted at the IAB-donor-DU. This option involves IP header interpretation at boundary IAB node, which is a big change over R16. This will bring too much work to both RAN2 and RAN3.
Based on the above analysis, we think option 4 has the most advantage in terms of performance impact and standardization effort.
Proposal 1: BAP header rewriting based on BAP routing ID at the boundary node is supported.
2.2 BAP header rewriting based on BAP routing ID
The purpose is how to achieve the BAP routing across two different topologies controlled by two donor CUs without routing ID or BAP address collision. The expectation is that inter-donor BAP routing should solve the BAP address allocation problem without limiting the BAP address space controlled by each CU.
Figure 1 illustrates the uplink routing via BAP header re-writing at boundary node, which can be considered as BAP routes concatenation. In Figure 1, the yellow IAB nodes are all terminated to donor-CU1 and the green IAB nodes are terminated to donor-CU2. Assuming the uplink path is from IAB node4 to donor-DU2 and then to donor-CU1 via IP network, the whole procedure for supporting BAP routing is described as follows:
Donor-CU2 needs to notify CU1 on the BAP address of donor-DU2 and the path ID for the path from the boundary node to donor-DU2. No need to avoid BAP address or path ID collision in two topologies. Donor-CU1 generates a virtual BAP address for donor-DU2 in its own space. 

BAP routing entries configured at IAB node3’s descendant nodes (configured by donor-CU1) include Routing ID with donor-DU2’s virtual BAP address and path ID in donor-CU1’s domain. Donor-CU1 uses this BAP routing ID when setting up F1-C traffic and F1-U tunnels at IAB node 4 when redundant path is chosen.
Donor-CU1 also needs to configure a BAP routing ID mapping table at the boundary IAB node (IAB node3). This configuration maps (donor-DU2’s virtual BAP address + path ID in CU1’s space) to (donor-DU2’s real BAP address + path ID in CU2’s space). Each time IAB node3 receives an uplink BAP packet, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.
Proposal 2: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;
· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Observation 2: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the non-F1-terminating donor’s DU and the path ID in the non-F1-terminationg donor’s domain.
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Figure 1. Uplink routing for inter-donor topology redundancy
The similar principle can be used for downlink path redundancy. Figure 2 shows an example on the downlink BAP routing for inter-donor topology redundancy. If traffic offload to non-F1-terminating donor is decided for IAB node 4, CU1 sends CU2 with the BAP address of IAB node4 and IP header information. CU2 sends CU1 with the virtual BAP address it generated for IAB node4.

BAP routing entries in CU2’s topology include Routing IDs with IAB4’s virtual BAP address and path ID in CU2’s space. BAP routing entries at IAB node3’s descendant nodes (configured by CU1) include Routing ID with IAB node4’s real BAP address and path ID is in CU1’s space.  

Donor-CU2 configures donor-DU2 on the IP-to-layer-2 traffic mapping info for the IP traffic towards IAB node 4 for proper BAP routing ID selection at IAB-donor-DU2. 

Donor-CU1 needs to configure the BAP routing ID mapping table at the boundary IAB node (IAB node 3). This configuration maps (IAB node4’s virtual BAP address + path ID in CU2’s space) to (IAB node4’s real BAP address + path ID in CU1’s space). Each time IAB node3 receives a downlink BAP packet from the parent link towards the non-F1-terminating donor, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.
Proposal 3: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;
· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Observation 3: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the access IAB node and the path ID in the F1-terminationg donor’s domain.
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Figure 2. Downlink routing for inter-donor topology redundancy
Combining observation 2 and 3, we have a common proposal for both uplink and downlink:
Proposal 4: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.

2.3 Bearer mapping

Current bearer and BH RLC channel mapping are configured independently by each donor-CU. If inter-donor path redundancy is supported there may be issues if there is no cooperation between donors. Figure 3 depicts a simple example about uplink BH RLC channel mapping at the boundary IAB node (IAB node 3). If multiple bearers are mapped to separate egress BH RLC CHs at boundary node by the non-F1-terminating donor (the direction of the SCG parent link in the figure), and they are mapped to one ingress BH RLC CH at boundary node by the F1-terminationg donor (the MCG parent link direction in the figure), it is impossible for the boundary node to do BH RLC channel mapping. Therefore, some sort of collaboration between the two donors on the BH RLC channel mapping method is needed. We should discuss this after the inter-donor BAP routing method is decided.
Proposal 5: RAN2 works on solution to support BH RLC channel mapping at boundary node.
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Figure 3. Issues with uplink bearer mapping at boundary IAB node
3 Conclusion

In this contribution we discuss BAP routing and bearer mapping issues for inter-donor topology redundancy and inter-donor-DU re-routing for UL data loss reduction. We make the following proposals:
Proposal 1: BAP header rewriting based on BAP routing ID at the boundary node is supported.
Proposal 2: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;

· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 3: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;

· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 4: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.

Proposal 5: RAN2 works on solution to support BH RLC channel mapping at boundary node.
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