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1 Introduction

The objectives agreed in RAN #91e meeting for slice based RACH configuration are as follows: 
	2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating cases [RAN2]

a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and preambles) for slice or slice group

b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for slice or slice group
c. Determine how this works with existing functionality, which may include how to perform RACH type selection (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar functions such as legacy RA prioritization (e.g., MPS and MCS UEs).


In this paper, we will continue discuss on slice based RACH configuration.
2 Discussion
2.1 Discussion on RACH configuration for slice group
As discussed in SI phase, slice based RACH configuration includes separated RACH resources and RACH parameters prioritization. 
For separated RACH resources, the potential concern is RACH resources fragment. Due to limited RACH resources, the more slices require dedicated RACH resources, the more fragment issues will appear. Fragment brings trouble to operator and user. For the one hand, fragment need operator take more time and be more cautious to do network maintenance, and also increasing the size of the signalling which used to inform UE of the configuration of slice-specific RACH resources. For the other hand, separated RACH resources for slice may not take effective as expected, because more slices require dedicated RACH resources also means that fewer RACH resources could be configured for one slice, which may result in the problem like conflicts and contention for the same slice. Thus, from the point of our views, the number of RACH resources pool should be controlled. In order to alleviate the severity of fragment problem, RACH resources should be configured per slice group rather than per slice.
For RACH parameters prioritization, powerRampingStepHighPriority and scalingFactorBI are basically agreed as the baseline to enable faster access to slice service. Different RACH parameters may configure for different slices. Though the size of powerRampingStepHighPriority and scalingFactorBI is 4 bit, the size of info will be huge if there are too many slices which need specific RACH parameters, and becomes unacceptable when broadcast in system message. Considering the size problem, we would prefer to support RACH parameters prioritization per slice group.
Observation 1：Slice group could be used to reduce the impact of RACH resource fragment and signaling overhead.
In last RAN2 #113e meeting, one agreement about slice group is achieved as follows:
	3   Slice group is supported. Whether to define a new grouping mechanism or reusing UAC access category is left to WI phase.


As reusing UAC access category may require extra enhancement to UAC mechanism which is out of the WI scope, and is opposed by the majority of companies in RAN #91e email discussion. Thus, it is better to just focus on the enhancement to RACH configuration without the involvement of UAC.
In fact, how the slice group is determined depends on network implementation. For a UE, it only needs to know which resources should be used when initiates RACH process for a slice.  Therefore, as long as NW can inform UE of slice group info and the association between slice group and RACH configuration, no matter by SIB or dedicated signaling, then UE could work properly. 
Proposal 1: The grouping mechanism for slice group is left to NW implementation. 
2.2 RACH resources configured for 2-step/4-step RACH
The 2-step RACH has been mentioned for slice based RACH configuration in last RAN2 meeting. Compared with 4 step RACH, the 2-step RACH has advantages in shorter access delay which is attractive for urgent slice service, like emergency rescue. Although, the issue of fragment will be more serious when 2-step RACH is introduced, because 2-step RACH resources and 4-step RACH resources may also need to be distinguished among the separated resources configured for slices. Considering 2-step RACH could accelerate the speed of service response, it still should be a supportable features for slices. 
However, if 2-step RACH is supported, the RACH type (i.e. 2 step RACH or 4 step RACH) which should be used has to be determined when initiates RACH process for slice service, and the RACH fallback mechanism may also be involved.
In legacy mechanism, the RACH type selection depends on a RSRP threshold indicated by NW. When UE measured RSRP above the threshold, the 2 step RACH is used, otherwise 4 step RACH is used. But there are several cases need be considered, e.g. some urgent slices prefer 2 step RACH to have a faster response. Thus, the RACH type selection for slice should be studied.
For RACH fallback mechanism, if 2-step RACH has experienced several RACH attempt failures, it will fall back to use 4-step RACH to guarantee the normal access to service. For some urgent slice services, the fallback mechanism may also need additional consideration.
Observation 2: The 2-step RACH could accelerate the establishment of slice service, and RACH type selection and fallback mechanism for slice should be studied.
At the beginning of discussion of RACH type selection and fallback mechanism, RACH resources configured for slice group has to be considered. The question is whether 2-step RACH resources and 4-step RACH resources are configured for slice group in pairs. If not, there are several cases which may impact the RACH type selection and fallback mechanism.
· Case 1: Configure only 4-step RACH resources for slice group;
For case 1, there seems no necessity to do RACH type selection and fallback.

· Case 2: Configure only 2-step RACH resources for slice group;

For case 2, if RSRP is not met whether it should initiate 4-step RA request on common RACH resources or reject to initiate until the channel quality becomes good. And if 2-step RACH attempt failure has occurred, should it fall back to 4-step RACH using common RACH resources?
· Case 3: Configure 2-step and 4-step RACH resources together for slice group;

For case 3, it seems to be the most reasonable cases among the cases, with the guarantee of resources isolation, i.e. no fallback to common RACH resources and be disturbed, and could satisfy some urgent slice requirements. The RACH type selection and fallback mechanism could work properly. 
However, we believe that network could configure an appropriate RACH resources for slice group according to its characteristics. The way to configure 2-step RACH and 4-step RACH resources for slice group should be left to NW implementation. 
Proposal 2: The way to configure 2-step RACH and 4-step RACH resources for slice group is left to NW implementation.
2.3 RACH type selection for 2-step/4-step RACH
Several candidate solutions for RACH type selection are listed here: 
· Option 1: Reuse legacy mechanism. Continue use RSRP threshold indicated by network to determine the RACH type, without extra consideration of slice requirement. 
· Option 2: Assign RSRP threshold per slice group. Considering different slice requirement, the RSRP threshold may also different, e.g., for urgent slice services, even RSRP is below the legacy RSRP value, it still could use 2 step RACH. 
· Option 3: Assign RACH type per slice group. In this method, the RACH type is assigned per slice group directly. When slice service needs to be established, the pre-configured RACH type will be used regardless of RSRP value. 
From our point of view, option 1 is preferred for its simplicity and could meet the requirements of slices as well.
For option 2, the reason why we should configure different RSRP threshold for slices is not clear. Actually, when separated RACH resources for slice or slice group is supported, there seems pointless to introduce slice based RSRP threshold for RACH type selection anymore. Because network should have capability to group slices with similar requirement into a group. That is to say, the slices contained in the group also have similar RSRP value to determine which RACH type should be used. What’s more, it requires network to transfer more RSRP threshold per slice group to UE, causing signaling overhead. 
The option 3 specifies the RACH type for slices when slice service should be established. It is conductive to shortening the access delay for slice when channel quality is good, but may result in continuous access failures and increasing access delay when channel quality is bad.
Based on the above analysis, the option 1 reuse legacy RACH type selection mechanism should be supported.
Proposal 3: Legacy RACH type selection mechanism can be reused for slice group.
2.4 The 2-step RACH fall back to 4-step RACH
If 2-step RACH for slice is introduced, it is naturally that fallback mechanism should be supported. The enhancement to fallback mechanism could be to assign different RA retransmission attempts for different slices.

However, different RA retransmission attempts for slices increase the payload size of system message. And it is hard to prove that the total access delay will be shorten, e.g., reduced attempts may be configured for urgent slice, but continue to send 2-step RA request may takes shorter time compared to fallback to 4-step RACH. 
Based on the above analysis, we think reuse legacy RACH fallback mechanism may be better.
Proposal 4: The legacy RACH fallback mechanism can be reused for slice group.
3 Conclusion

In this contribution we discussed and analyzed the slice based RACH configuration, and made the following observations and proposals:
Observation 1：Slice group could be used to reduce the impact of RACH resource fragment and signaling overhead.

Observation 2: The 2-step RACH could accelerate the establishment of slice service, and RACH type selection and fallback mechanism for slice should be studied.
Proposal 1: The grouping mechanism for slice group is left to NW implementation. 
Proposal 2: The way to configure 2-step RACH and 4-step RACH resources for slice group is left to NW implementation.
Proposal 3: Legacy RACH type selection mechanism can be reused for slice group.
Proposal 4: The legacy RACH fallback mechanism can be reused for slice group.
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