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1 Introduction

The following is the scope of RAN slicing WI,
1. Support slice based cell reselection, specify mechanisms and signalling including [RAN2]

a. To assist cell reselection, broadcast the supported slice info of the current cell and neighbour cells, and cell reselection priority per slice in system information message. 
b. To assist cell reselection, include slice info (with similar information as in SI message) in RRCRelease message. 

2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating cases [RAN2]

a. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and preambles) for slice or slice group

b. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for slice or slice group
c. Determine how this works with existing functionality, which may include how to perform RACH type selection (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar functions such as legacy RA prioritization (e.g., MPS and MCS UEs).
This contribution provides our considerations on slice-specific RACH.

2 Discussion

2.1 Slice-specific separate RACH resources
It is agreed in RAN2#113e,
· Separated PRACH configuration (e.g. transmission occasions of time-frequency domain and preambles) can be configured for slice or slice group.
· Both solution 1 and solution 2 for slice-based RACH configuration are recommended for normative work.
· Slice based RACH configuration can be applied to idle/inactive UE.

· The association between slices and slice-specific RACH resources can be configured and provided to UE in SIB and dedicated signalling.
It is clear RAN2 needs to further specify the separate RACH configuration per slice or slice group, and clarify what is the related procedure.
In our understating, the procedure of slice-specific RACH can be the following,

· Step1: The gNB indicates the relationship between RACH resource and slice/slice group. To cover the case of idle/inactive UE, the relationship is at least indicated in SIB.

· Step2: When the service associated to one intended slice or slice group is triggered and the intended slice info is indicated to UE AS, the UE selects RACH resource based on the intended slice or slice group.
· Step3: The gNB is aware of the intended slice or slice group based on the specific RACH resource.

Thus, we propose,
Proposal 1 The UE selects RACH resource based on the intended slice/slice group and the association between the intended slice/slice group and slice-specific RACH resources.

Normally, preamble and/or RO are used for RACH resource differentiation. Considering the number of preambles is limited and separate RO is already used to distinguish 2-step RACH and 4-step RACH, it is preferred to associate slice info with RO. 

Proposal 2 RAN2 considers separate RO can be configured per slice or per slice group, in addition to the existing common RO.

Assuming RO for slice-specific RACH is in addition to the existing common RO and the number of PRACH transmission occasions FDMed in a one-time instance is configured as 8, the RA-RNTI value calculated for the slice-specific RACH resource may be the same as that for the existing RACH resource based on legacy RA-RNTI calculation formula. It may induce the UE does not know which RACH resource pool the RAR is associated with. Thus, RAN2 needs to consider how to resolve this issue, e.g. introduce a new RNTI and an offset associated with another value range aside from that of legacy RO.
Proposal 3 RAN2 considers to resolve RA-RNTI collision issue by using a new RNTI if slice-specific RO is added.
2.2 Slice-specific RACH parameter prioritization 

It is agreed in RAN2#113e,

· Existing RACH parameters prioritization (i.e. scalingFactorBI and powerRampingStepHighPriority) can be supported as baseline for slices.

· Both solution 1 and solution 2 for slice-based RACH configuration are recommended for normative work.
· Slice based RACH configuration can be applied to idle/inactive UE.
It is reasonable that different slices or slice groups may have different latency requirements. If one specific slice or slice group requires a stringent latency, the gNB may configure a smaller back off value by scalingFactorBI and a larger power ramping step value by powerRampingStepHighPriority. To support both idle/inactive UE, the dedicated values of powerRampingStepHighPriority and scalingFactorBI per slice or slice group are included in SIB.
Proposal 4 Different slices or slice groups can be configured with different values of powerRampingStepHighPriority and scalingFactorBI.
In legacy, RA prioritization is already supported for several cases, i.e. HO, beamFailureRecovery and special UE (i.e. MPS and MCS UE). If slice-specific RACH prioritization is configured together with legacy RACH prioritization, one left issue is which set of RACH prioritization parameters to be chosen. For example, in case that the UE is in idle/inactive mode and both slice-specific RACH prioritization and access identity-specific RACH prioritization are configured, it is unclear which set of RACH prioritization parameters to be prioritized.

Proposal 5 RAN2 specifies which set of RACH parameters to be prioritized in case that slice-specific RACH prioritization is configured with legacy RACH prioritization.
2.3 RACH type selection
In Rel-16, 2-step RACH is introduced to decrease the latency of UE accessing a cell. Considering the design intention of 2-step RACH is aligned to slice-specific RACH, it is preferred to support 2-step RACH for slice-specific RACH. 
Proposal 6 Introduce 2-step slice-specific RACH and 4-step slice-specific RACH.

If both 2-step slice-specific RACH and 4-step slice-specific RACH are supported, one follow-up issue is how to perform RACH type selection. In our understanding, if the intended slice is associated with the traffic of a stringent latency requirement, the UE can prioritize 2-step RACH for such traffic. Similarly, if the 2-step slice-specific RACH procedure fails, the fall-back mechanism can be the following: the UE fall-backs to common 4-step RACH if 4-step slice-specific RACH is not configured. Otherwise, the UE selects 4-step slice-specific RACH. 
Proposal 7 2-step slice-specific RACH is prioritized than 4-step slice-specific RACH if the intended slice is a specific slice that requires a stringent latency requirement. 
Proposal 8 If 2-step slice-specific RACH failure happens, the UE fall-backs to common 4-step RACH if 4-step slice-specific RACH is not configured. Otherwise, the UE selects 4-step slice-specific RACH.

2.4 Slice group for slice-specific RACH

If the slice group is applied, one left issue is to introduce a new slice group or reuse the access category. 

In our understanding, reuse the access category to represent slice group is not a good way, considering,

· The different intention from ODAC, i.e. ODAC is designed for access control, but slice grouping is to group the slices with similar characteristic, e.g. QoS.

· The limited value range of ODAC (32~63), which may not support hundreds of slices.

· The mis-understanding on the supported slice between UE and the gNB, since not all S-NSSAIs in one ODAC are required to be supported by the same gNB based on current logic.
If a new slice group is agreed to introduce, the relationship between slice group and slice identity can be indicated via NAS or dedicated RRC, e.g. RRCRelease.
Proposal 9 Introduce a new parameter to represent slice identity as slice group index. Accordingly, the relationship between slice group index and slice identity can be indicated via NAS or dedicated RRC message. The mechanism on how to define or use slice group for slice-specific RACH is the same as the one for slice-specific cell reselection.
3 Conclusion

Based on the discussion above, we propose the following:
Proposal 1
The UE selects RACH resource based on the intended slice/slice group and the association between the intended slice/slice group and slice-specific RACH resources.
Proposal 2
RAN2 considers separate RO can be configured per slice or per slice group, in addition to the existing common RO.
Proposal 3
RAN2 considers to resolve RA-RNTI collision issue by using a new RNTI if slice-specific RO is added.
Proposal 4
Different slices or slice groups can be configured with different values of powerRampingStepHighPriority and scalingFactorBI.
Proposal 5
RAN2 specifies which set of RACH parameters to be prioritized in case that slice-specific RACH prioritization is configured with legacy RACH prioritization.
Proposal 6
Introduce 2-step slice-specific RACH and 4-step slice-specific RACH.
Proposal 7
2-step slice-specific RACH is prioritized than 4-step slice-specific RACH if the intended slice is a specific slice that requires a stringent latency requirement.
Proposal 8
If 2-step slice-specific RACH failure happens, the UE fall-backs to common 4-step RACH if 4-step slice-specific RACH is not configured. Otherwise, the UE selects 4-step slice-specific RACH.
Proposal 9
Introduce a new parameter to represent slice identity as slice group index. Accordingly, the relationship between slice group index and slice identity can be indicated via NAS or dedicated RRC message. The mechanism on how to define or use slice group for slice-specific RACH is the same as the one for slice-specific cell reselection.
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