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1
Introduction
In RAN WG2 Meeting #113e, the following agreements have been achieved [1]:
	Chair: On the agreed issues below, the agreement doesn’t mean that we have agreed that there need to be a solution for it in R17. Furthermore, liberal interpretation of the text is ok.
ISSUES: In the first instance, eIAB work on multi-hop latency will focus on the following issues:

· IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

· IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

· IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
· IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

· IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel


This paper discusses enhancements to improve IAB multi-hop latency.
2
Discussion
2.1 
PDB for access channel in IAB network
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Figure 1: Computation of PDB for access channels in access and IAB networks
Figure 1a shows the computation of packet delay budget (PDB) by the gNB-DU for an access RLC channel in the access network:

· The gNB-CU provides the gNB-DU with a PDB value for a given DRB/QoS flow, which defines the upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.
· The gNB-CU provides the gNB-DU with a core network PDB (CN_PDB), which represents the delay between the UPF terminating N6 and the gNB-CU.
· The gNB-DU deducts the CN_PDB (plus any static wireline delay between the gNB-CU and the gNB-DU) from the given PDB to determine the delay budget that applies for the associated access RLC channel on the radio interface.
Figure 1b shows the computation of packet delay budget (PDB) by the IAB-DU of IAB-node 3 for an access RLC channel in the IAB network. The computation cannot be completed because not all information is available at IAB-node 3. 
· The IAB-donor-CU provides IAB-DU3 with a PDB value for a given DRB/QoS flow, which defines the upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.

· The IAB-donor-CU provides IAB-DU3 with a core network PDB (CN_PDB), which represents the delay between the UPF terminating N6 and the gNB-CU.

· The IAB-DU deducts the CN_PDB, the static wireline PDB between the IAB-donor-CU and IAB-donor-DU and the wireless backhaul PDB from the given PDB to determine the delay budget that applies for the associated access RLC channel on the radio interface. This step fails because IAB-node 3 does not know the wireless backhaul PDB between the IAB-donor-DU and IAB-node 3.
Observation 1: The IAB-donor-CU presently configures the access IAB-node with the PDB b/w UE and UPF and CN_PDB b/w IAB-donor-CU and UPF per DRB.

Observation 2: The IAB-donor-CU configuration is sufficient for the access IAB-node to compute the AN_PDB per DRB.

Observation 3: Unlike access networks, in IAB networks the AN_PDB is different from the delay budget per access RLC channel because the AN_PDB additionally includes wireless backhaul delay.

Observation 4: The access IAB-node CANNOT determine the delay budget for an access RLC channel based on the present IAB-donor-CU’s configuration of PDB and CN_PDB of the associated DRB.

Proposal 1: The IAB-donor-CU provides the access IAB-node with the PDB value for the wireless backhaul for each access RLC channel.

2.2 
PDB for backhaul channel in IAB network
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Figure 2: PDB for backhaul RLC channels in IAB network; ∆>0
Figure 2 shows a multi-hop IAB-network where a packet flows through a chain of three BH RLC CHs. Each BH RLC CH has an associated PDB that is provided by the IAB-donor-CU to the respective IAB-donor-DU or IAB-DU endpoint. This PDB value defines the upper bound for the time that a packet may be delayed between the parent IAB-donor-DU/IAB-DU and the child IAB-MT.

In the example of Figure 2:

· The packet is delayed (PDB1+∆) ms before it is successfully delivered to IAB-MT1 by the IAB-donor-DU. This exceeds the PDB allocated for BH RLC CH1. The IAB-donor-DU does not know the delay that will be incurred by the packet on next hops. The IAB-donor-DU cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.
· The packet is delayed (PDB2-2.0∆) ms before it is successfully delivered to IAB-MT2 by IAB-DU1. This delay is lower that the PDB allocated for BH RLC CH2. IAB-DU1 does not know the delay incurred by the packet on prior hops. IAB-DU1 cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.

· The packet is delayed (PDB3+0.5∆) ms before it is successfully delivered to IAB-MT3 by IAB-DU2. This exceeds the PDB allocated for BH RLC CH3. IAB-DU2 does not know the delay incurred by the packet on prior hops. IAB-DU2 cannot determine whether the packet will be delivered to the UE within the total PDB configured for the UE DRB, as illustrated in the example.

Observation 5: A packet delivery in multi-hop IAB may fail to meet the PDB requirement per IAB hop but still meet the total PDB requirement of the associated DRB.

Observation 6: An intermediate IAB-node does NOT know how much of the total PDB of a packet’s associated DRB is left so that it could prioritize scheduling of the packet or determine the packet’s expiration status accordingly.
One solution is to add a timestamp to the BAP header of the packet that indicates the packet’s “expiration time”. The timestamp may be added at the BAP entry point, i.e. access IAB-node in UL or donor-DU in DL. Based on the timestamp, the intermediate node can determine how much of the total PDB of the packet is left. The intermediate node can further jointly use the timestamp and the PDB of the BH RLC CH to do scheduling prioritization of the packet accordingly.

Proposal 2: A timestamp that indicates the packet’s expiration time may be added to the BAP header at the traffic entry point to the BAP layer.

The following should be considered for adding the timestamp:

· The IAB-nodes on the BAP path must have a common time reference to establish common interpretation of the timestamp.

· To reduce the BAP overhead, the timestamp may be restricted to, e.g., two bytes.

· The timestamp range needs to be large enough (e.g., few seconds) for the packet to traverse a multi-hop network.

· The timestamp resolution needs to be high enough (e.g., order of a scheduling slot) to inform scheduling decisions at the IAB-nodes on the BAP path.

Proposal 3: RAN2 to consider the following for the design of the timestamp: reference time, BAP overhead, range and resolution.
3
Conclusion
This paper discussed enhancements to improve IAB multi-hop latency. The following observations and proposals have been made: 

Observation 1: The IAB-donor-CU presently configures the access IAB-node with the PDB b/w UE and UPF and CN_PDB b/w IAB-donor-CU and UPF per DRB.

Observation 2: The IAB-donor-CU configuration is sufficient for the access IAB-node to compute the AN_PDB per DRB.

Observation 3: Unlike access networks, in IAB networks the AN_PDB is different from the delay budget per access RLC channel because the AN_PDB additionally includes wireless backhaul delay.

Observation 4: The access IAB-node CANNOT determine the delay budget for an access RLC channel based on the present IAB-donor-CU’s configuration of PDB and CN_PDB of the associated DRB.

Observation 5: A packet delivery in multi-hop IAB may fail to meet the PDB requirement per IAB hop but still meet the total PDB requirement of the associated DRB.

Observation 6: An intermediate IAB-node does NOT know how much of the total PDB of a packet’s associated DRB is left so that it could prioritize scheduling of the packet or determine the packet’s expiration status accordingly.
Proposal 1: The IAB-donor-CU provides the access IAB-node with the PDB value for the wireless backhaul for each access RLC channel.
Proposal 2: A timestamp that indicates the packet’s expiration time may be added to the BAP header at the traffic entry point to the BAP layer.

Proposal 3: RAN2 to consider the following for the design of the timestamp: reference time, BAP overhead, range and resolution.
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