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Introduction
RAN2 has received a liaison R3-211331 [1] from RAN3 on inter-donor topology redundancy. F1 termination points, load balancing and BAP routing issues are discussed in RAN3. During RAN2 #113e meeting, RAN2 also achieved several agreements on local rerouting, RLF indication enhancement for intra-donor topology adaptation. In this contribution, we will discuss whether and how those agreements in RAN2 on local rerouting and RLF indication enhancement to be supported for inter-donor topology redundancy scenarios raised in RAN3. 
Discussion
Single-connected IAB node inter-donor migration
The use cases for inter-donor migration are studied in RAN3 with following cases agreed:
a) IAB-MT is migrated between IAB-donors;
b) IAB-MT is simultaneously connected to two IAB-donors;
c) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles);
d) IAB-MT performs RLF recovery at new IAB-donor.
For single-connected IAB node, during its migration, all its descendant IAB nodes and UEs need to reestablish their RRC connections with the new IAB-donor-CU. It is a huge signaling overhead considering massive UEs’ context need to be transit to the new IAB-donor-CU. It also requires the new IAB-donor-CU has the capability to handle the GBR and other requirements for the migrating IAB nodes’ traffic. Hence, as discussed in the companion contribution [2], for single-connected IAB node, inter-donor migration should not be triggered by load balancing between source and target IAB-donor-CU.
To maintain the stability of IAB network as well as reduce complexity and signaling overhead, for single-connected IAB node, the inter-donor migration only takes place when the IAB node is experiencing RLF and trying to recover. Rel-16 DAPS is proposed to reduce service interruption caused by UE mobility, which requires both source link and target link are available, so that one UE can establish dual protocol stacks and simultaneously connects to both source and target gNB. Since the source link of the migrating single-connected IAB node is outage due to RLF, the intention of Rel-16 DAPS is not suitable for inter-donor migration enhancement.
Proposal 1: [bookmark: _Ref68222781]For single-connected IAB node, inter-donor migration only takes place when the IAB node is experiencing radio link failure and trying to recover, and not for purpose of load balancing. 
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Figure 1. Single-connected IAB node inter-donor migration
For single-connected IAB node, as shown in Figure 1, RAN3 has agreed that the inter-donor migration may terminate after top-level IAB-MT migration, that is the migrating IAB node and its descendant IAB nodes/UEs still maintain the connection to the original IAB-donor-CU after migration. Following that agreement, IAB-donor-CU1 can decide to reroute traffic via routing path through IAB-donor-DU 2. Meanwhile, the descendant IAB nodes and UEs does not need to be reestablished since IAB-donor-CU is not changed, which can reduce signaling overhead significantly.
Observation 1: [bookmark: _Ref68222787]For single-connected IAB node, RAN3 agrees that the migrating IAB node and its descendant nodes/UEs may keep its connection to source IAB-donor-CU after inter-donor migration.
Dual-connected IAB node inter-donor topology redundancy
As discussed in the companion contribution [2], NR-DC is proposed as the baseline for inter-donor migration of a dual-connected IAB node. Both RLF and load balancing can be considered as the use cases for inter-donor migration. Following two scenarios agreed in [1] as the inter-donor topology redundancy scenarios.


Figure 2. RAN3 agreed inter-donor topology redundancy
RLF handling
Similar as single-connected IAB node, RLF is also one of the main use cases that can lead to inter-donor migration for dual-connected IAB node. In RAN3 #111e meeting, it is agreed that:
	For an IAB-MT with simultaneous connectivity to two IAB-donors, it should be possible to keep its collocated IAB-DU, all UEs and descendent nodes at donor 1 while routing their F1-U connections via the top-level migrating IAB-MT’s link with donor 2.


To reduce RRC reestablishment for descendant IAB nodes and UEs during inter-donor migration, similar as single-connected IAB node inter-donor migration, we further suggest that the IAB-donor-CU remains the same when one of the dual-connected routing path is failed. For example, when RLF happens at the link between IAB1 and IAB3, IAB-donor-CU 1 can decide to reroute the traffic via the other path to IAB-donor-CU 1 (i.e. IAB3<->IAB2<->donor-DU2) without handover the migrating IAB nodes and descendant IAB nodes/UEs to IAB-donor-CU 2. 


Figure 3. Dual-connected IAB node inter-donor migration due to RLF
In this case, the destination of upstream packets remains the same even if the migrating IAB node is using SCG-link after MCG-link is outage due to RLF. This can be transparent to the descendant IAB nodes without exposing DC capability of the migrating IAB node. The child IAB node doesn’t need to perform RRC reestablishment due to one of the links is failed at its parent node. However, this is different current mechanism in NR-DC when MCG-link or SCG-link is failed. It may also require the IAB-donor-DU 2 connecting with two IAB-donor-CUs simultaneously. RAN2 should ask RAN3 whether this scenario can be supported. The enhancement to NR-DC supporting this scenario in inter-donor migration is FFS.
Proposal 2: [bookmark: _Ref68222793]Dual-connected migrating IAB node and its descendant nodes/UEs may keep its connection to source IAB-donor-CU after inter-donor migration. Enhancement to NR-DC to support this scenario is FFS. 
In Rel-16 intra-donor topology migration, when the IAB-node has two parent nodes, RLF is detected separately for the MCG-link and for the SCG-link. The type-4 RLF indication is triggered when RRC reestablishment has failed, that is, the type-4 RLF indication is triggered if both MCG-link and SCG-link are failed to recover. This remains the same for inter-donor migration. 
Proposal 3: [bookmark: _Ref68222799]For an IAB node dual-connected with two IAB-donor-CUs, type-4 RLF indication is triggered only if both links failed to recover.
During RAN2 #113e meeting, RAN2 also agreed to consider enhancing RLF indication with type-2 and type-3 RLF indication. Recalling two scenarios of inter-donor topology redundancy agreed in RAN3 [1], we further discuss the behavior of IAB node connected with two IAB-donor-CU after receiving type-2 RLF indication.
For scenario 1, assuming the link between IAB-donor-DU 1 and IAB 1 is experiencing radio link failure, according to RAN2 agreement, IAB3 will receive a type-2 RLF indication from IAB1. Different from intra-donor migration, IAB3 cannot decide locally whether to switch to IAB-donor-CU2 or not. If those IAB nodes are migrating from IAB-donor-CU1 to IAB-donor-CU2, IAB-donor-CU1 need to handover UE context of those IAB-MTs and UEs to IAB-donor-CU2. Hence, it is IAB-donor-CU1’s decision whether IAB3 can use the second link or not. For an IAB node dual-connected with two IAB-donor-CUs, type-2 RLF indication is not used to trigger local rerouting.
Proposal 4: [bookmark: _Ref68222804]For an IAB node dual-connected with two IAB-donor-CUs, type-2 RLF indication is not used to trigger local rerouting.


Figure 4. Triggering type-2 RLF indication at boundary IAB node
For scenario 2, assuming the link between IAB1 and IAB3 is RLF, IAB node 3 will try to recover from RLF in that link. It is possible that IAB node 4 has two intra-donor parent IAB nodes (IAB node 3 and IAB node 5). It would be beneficial that IAB node 3 can send a type-2 RLF indication to IAB4 when either one of the two links is experiencing and recovering from RLF. Upon receiving this type-2 RLF indication, IAB node 4 can then perform intra-donor local rerouting, rather than waiting the link IAB1-IAB3 RLF recovery. IAB node receiving type-2 RLF indication can also perform early measurement as proposed in the companion contribution [3].
Proposal 5: [bookmark: _Ref68222810]For an IAB node dual-connected with two IAB-donor-CUs, boundary IAB node can send type-2 RLF indication to its child node(s) if one of the links are experiencing and recovering from RLF.
Load balancing
In intra-donor topology adaption, traffic can be rerouted to another path via local rerouting if IAB node is dual-connected with two parent nodes. Different from that, local rerouting cannot be used for inter-donor migration if one traffic flow is moving from source IAB-donor-CU to target IAB-donor-CU completely. This is because the target IAB-donor-CU (i.e. IAB-donor-CU 2 in Figure 2) does not have the UE context about the descendant IAB nodes and UEs of the migrating IAB node (i.e. IAB3 in Figure 2) if they originally configured by IAB-donor-CU 1. If local rerouting is performed, the target IAB-donor-CU cannot process packets received from those UEs correctly due to lack of UE context and security keys in PDCP layer. 
Moreover, whether one traffic flow is terminated at original IAB-donor-CU or terminated at the new IAB-donor-CU should depends on the traffic load handling at the original IAB-donor-CU. To reduce topology-wide signaling overhead and maintain stability of IAB network for fixed IAB nodes, the original IAB-donor-CU shall only consider migrating traffic to another IAB-donor-CU if it is overloaded. 
In summary, the source/original IAB-donor-CU is responsible to decide: 1) whether inter-donor topology adaptation is required for load balancing; 2) whether the migrating traffic flow still terminates at the original IAB-donor-CU. 
Proposal 6: [bookmark: _Ref68222817]For an IAB node dual-connected with two IAB-donor-CUs, the original IAB-donor-CU decides inter-donor migration for load balancing only when the original IAB-donor-CU is overloaded. Local rerouting is not considered.
Conclusion
In this contribution, we analyzed use cases of inter-donor migration for single-connected IAB node and dual-connected IAB node. For dual-connected IAB node with topology redundancy supported, we further discuss IAB behavior of triggering/receiving type-2 and type-4 RLF indication. In the end, we discussed the role of IAB-donor-CU when load balancing is considered in the scenario of topology redundancy.
We propose following observations and proposals:
Proposal 1:For single-connected IAB node, inter-donor migration only takes place when the IAB node is experiencing radio link failure and trying to recover, and not for purpose of load balancing.
Observation 1:For single-connected IAB node, RAN3 agrees that the migrating IAB node and its descendant nodes/UEs may keep its connection to source IAB-donor-CU after inter-donor migration.
Proposal 2:Dual-connected migrating IAB node and its descendant nodes/UEs may keep its connection to source IAB-donor-CU after inter-donor migration. Enhancement to NR-DC to support this scenario is FFS.
Proposal 3:For an IAB node dual-connected with two IAB-donor-CUs, type-4 RLF indication is triggered only if both links failed to recover.
Proposal 4:For an IAB node dual-connected with two IAB-donor-CUs, type-2 RLF indication is not used to trigger local rerouting.
Proposal 5:For an IAB node dual-connected with two IAB-donor-CUs, boundary IAB node can send type-2 RLF indication to its child node(s) if one of the links are experiencing and recovering from RLF.
Proposal 6:For an IAB node dual-connected with two IAB-donor-CUs, the original IAB-donor-CU decides inter-donor migration for load balancing only when the original IAB-donor-CU is overloaded. Local rerouting is not considered.
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