3GPP TSG RAN WG2 Meeting #113bis-e           		      	    	 R2-2102833
Electronic meeting, 12th – 20th Apr 2020     	
Agenda Item:	8.4.2
Source:	Intel Corporation
Title:	IAB topology-wide fairness and latency enhancement
Document for:	Discussion and Decision
Introduction
During RAN2 #113e meeting, issues on topology-wide fairness, latency and congestion have been concluded and agreed to focus on IF-1, IF-2, IF-4, IL-1, IL-2, IL-3, IL-5, IL-6 and IC-1 and IC-7. 
Both IC-1 and IC-7 focuses on long-term downstream congestion which can be solved by congestion indication to IAB donor CU. Hence there’s no need for RAN2 to continue discussion on congestion improvement. 
In this contribution, we focus on the issue analysis and enhancements to agreed issues in topology-wide fairness and latency. 
Discussion
Topology-wide Fairness
IAB network consists of multiple IAB nodes and connected UEs at different levels of intermediate IAB nodes in a wide range graph topology, in this case, meeting end-user experience is not only a single node decision at DU, but also should consider wide range fairness among BH RLC channels/paths. 
Figure 1 shows an example of IAB network with multiple hops and 6 attached UEs, it is assumed UE1, UE2, UE3 and UE4 have single radio bearer with same QoS profile. Assuming routing paths of 4 UEs follow the below table:
	UE ID
	Routing Path

	UE1
	IAB node 2 <-> IAB Donor

	UE2
	IAB node 4 <-> IAB node 1 <-> IAB Donor

	UE3
	IAB node 5 <-> IAB node 2 <-> IAB Donor

	UE4
	IAB node 6 <-> IAB node 5 <-> IAB node 2 <-> IAB Donor




[bookmark: _Ref53425626]Figure 1: Same QoS requirement of UEs at different level in an IAB network
Several problems may cause unfair scheduling: 
1) Unfairness caused by unbalanced workload among BH RLC channels 
As addressed in IF-2, BH RLC Channel A is mapped with UE2 radio bearer, and BH RLC Channel B contains radio bearers from UE1/UE3/UE4 who share the same QoS requirement in Figure 1. It is obvious that the traffic load of BH RLC channel A and B is not balanced. Along with the traffic emerging from/to descendant IAB nodes, there’s a risk that IAB node 2 may have congestion. Thus, comparing with UE2, UE1/UE3/UE4 will experience higher latency due to congestion and hence lead to end user experience unfairness. 
2) Unfairness cause by accumulated latency from multiple hops
As addressed in IF-5 (further merged into IL-1) , hop number between UE and IAB donor CU of UE1, UE2, UE3 and UE4 are 1/2/2/3 hops, respectively, in Figure 1. Under same QoS requirement, UE4 should have similar latency requirement as UE1. Assuming traffic processing time between IAB nodes is N TTI, UE4 may experience a 2N TTI delay comparing with service at UE1. This delay will be accumulated as hop number increases, leading to unfairness to users with multiple hops. According to the latest discussion in [1], we will further discuss this in Section 2.2, which is mapped to IL-1.
3) Unfairness caused by unbalanced amount of data traffic among UE radio bearers
IF-4 claims an issue that IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers. It also implies that more data amount is transmitted over certain BH RLC CHs without enough resource supported. As each UE bearer can hold different amount of data transmission,  it is not enough to only inform the scheduler with the number of aggregated bearers on a BH channel.  The data amount of each UE bearer should also be considered.
More than one UE bearer can be mapped to an outbound logical channel. Figure 2 considers all inbound UE bearers have similar QoS properties, and two of the inbound bearers are mapped to one logical channel. It is assumed that a logical channel on a backhaul link carries only UE bearers with similar QoS characteristics. This enables QoS enforcement via prioritization of logical channels; i.e., higher QoS UE bearers are carried in higher priority logical channels. However, this does not eliminate the possibility that one of the UE bearers carried within the logical channel has much more data traffic. For example, in Figure 2, UE bearers 1 and 3 are carried in logical channel 2. UE bearer 1 can have higher data rates than UE bearer 2, and use a larger proportion of the resources available to logical channel 2. As a result, UE bearer 3 is treated unfairly.


[bookmark: _Ref53481939]Figure 2: Mapping of UE bearers to outbound logical channels
Observation 1: [bookmark: _Ref61593980][bookmark: _Ref53497444]The topology-wide unfairness in IAB network can be caused by following three aspects: 1)  unbalanced workload among BH RLC channels; 2)  accumulated latency from multiple hops; 3) unbalanced amount of data traffic among UE radio bearers. 
Above problems can occur in both downstream and upstream, this discussion has mainly focused on upstream traffic due to following reasons in downstream traffic:
· IAB donor CU has all UEs’ information, including routing path, hop number, and QoS profile, etc. Thus, IAB donor CU can consider those impacts to fairness by implementation during resource allocation to descendant IAB nodes 
· In the downlink, because UEs are at the leaves of the tree/DAG topology, it is more likely that IAB nodes split incoming traffic (comprising of more than one UE bearer) into different backhaul bearers and therefore different logical channels.
· Prioritization and QoS handling at intermediate IAB node DU, particularly at the MAC layer, is not specified and is left to implementation.
Consequently, we focus on uplink traffic for the remainder of the discussion. That is, referring to Figure 1, the UE bearers are received by the DU and the logical channels are transmitted by the MT.
Observation 2: [bookmark: _Ref54281201]Topology-wide fairness of IAB network should focus on upstream traffic, since downstream fairness can be considered by implementation at IAB donor CU or intermediate IAB node DU.
To better address above questions and enhance end-user experience, we here consider fairness scheduling at two different levels: 1) centralized fairness among BH RLC channels with similar QoS requirement and 2) distributed fairness at intermediate IAB-DU.  
Mobility load balancing for Self-optimisation Network (SON) is used to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested cell or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to achieve network energy saving. Similar concept can also be used to address problem 1) as mentioned above. 
However, load balance in IAB network is not purely to distribute traffic evenly in all paths/BH RLC channels. In IAB network, different BH RLC channels map with single UE bearer or multiple UE bearer with similar QoS profile, here we consider balancing traffic between BH RLC channels who has similar QoS requirement. As shown in Figure 1, BH RLC channel A and B have similar QoS requirement, by considering load balance between BH RLC channels, IAB donor CU can change UE4’s routing path into “IAB node 6 <-> IAB node 4 <-> IAB node 1 <-> IAB Donor”, thus balancing traffic between channel A and B helps to avoid possible congestion at IAB node 2, which may lead to delay and unfairness to UE1/UE3/UE4. Load reporting information in SON mobility load balancing, such as radio resource usage, capacity value, RRC connections, number of active UEs, can also be used in IAB, only changing per cell reporting into per BH RLC channel. Besides, as IAB donor CU has the availability of QoS profile of each BH RLC channel, load reporting doesn’t need to include QoS profile.
Proposal 1: [bookmark: _Ref53497487]To solve IF-1, QoS-based load balancing is used for balance traffic load among BH RLC channels holding UE bearers with similar QoS profile. Mobility load balancing for SON can be used as baseline.
Proposal 2: [bookmark: _Ref53497505]To solve IF-1, load related information should be reported to IAB donor-CU per BH RLC channel.
The scheduler to be provided with information of the number of radio bearers in the non-GBR BH RLC channel is proposed in [2][3]. Each radio bearer can carry different amount of traffic based on the actual traffic pattern and user requirement. It is possible that a BH RLC channel has multiple low-throughput radio bearers and another BH RLC channel holds a high-throughput radio bearer. Assuming the single radio bearer BH RLC channel has higher throughput than the sum rate of the other BH RLC channel, it is unfair to allocate more resource to the BH RLC channel who has more radio bears but with a low data rate. Comparing with the accurate load information per BH RLC channel, the number of radio bearer cannot fully represent the actual required resource. 
Observation 3: [bookmark: _Ref68216761]Knowing the number of radio bearers aggregated in the BH RLC channel is sub-optimal for resource fairness allocation.
Besides, the variables Bj for each logical channel j are used to regulate the relative amounts of data transmitted for the logical channel. In the conventional, non-IAB scenario, different UE bearers are carried in different logical channels. Therefore, the logical channel prioritization does not introduce unfairness. When multiple UE bearers are mapped to one logical channel, it is not possible to distinguish them within the logical channel for scheduling purposes. Specifically, note that the Bj variable is for the logical channel and does not distinguish the UE bearers within the logical channel.
Based on the above discussion, fairness has to be enforced before the DU submits data it has received to the MT. Fairness enforcement consists of maintaining a counter for each UE bearer handled by the IAB node. When the DU receives data for one or more UE bearers with the same QoS, it submits data to the MT in the following manner:
· The counter is incremented by counting indicator calculated from the amount of data submitted by the DU to the MT. 
· When selecting data to submit to the MT, the DU selects (from the UE bearers with the same QoS) the UE bearer with the lowest counter. 
· When the counter values get large, all the counters are reduced by the value of the smallest counter.


Figure 3: Fairness Enforcer in IAB node
The MT further ensures that the data is transmitted in the order received from the DU. This ensures fairness across UE bearers of the same QoS as well as considering allocating more resources to UE bearers with higher data volume.
Proposal 3: [bookmark: _Ref53497619]To solve IF-4, the fairness issue in IAB is addressed by having a fairness enforcer between the IAB node DU and the MT.
Latency
As discussed in Section 2.1, accumulated multi-hop latency is one of the reasons causing topology-wide unfairness, which is observed in IL-1. To better facilitate intermediate IAB node to make fairness scheduling decision and reduce latency, hop count is very important to assist upstream traffic topology-wide fairness. For example, in Figure 1, IAB node 5 is responsible for resource scheduling for UE3 and IAB node 6 (UE4 attached). The ingress BH RLC channel of IAB node 5 (containing UE4 bearer) has same QoS requirement as UE3. Comparing with UE3, UE4 has one more hop in its routing path to IAB donor, in order to avoid longer latency of UE4 caused by multiple more hop-count, IAB node 5 should set higher priority to the ingress egress BH RLC channel from of IAB node 6. To avoid longer latency of UE4 caused by multiple hop-count, IAB node 5 should set higher priority to the ingress BH RLC channel from IAB node 6. However, IAB node 5 has no awareness of the existence of UE4, only BAP header can be decoded. Hence, hop-count and UE bearer identity are essential to assist intermediate node fairness scheduling.
Proposal 4: [bookmark: _Ref53497515]To solve IL-1, the BAP header includes UE bearer identity and hop count of the routing path to enable latency optimization for fairness scheduling.
Adding remaining hops per BAP packet in the BAP header is proposed in [3][4]. By knowing the remaining hop number, IAB node can prioritize those packets and reduce latency. However, it cannot be applicable for upstream traffic. Considering UE3 and UE4 discussed in above paragraph, the remaining hop number of UE3 and UE4 is the same at IAB node 5, the prioritization between UE3 and UE4 cannot be achieved by solely comparing remaining hop number, leading to longer latency of UE4.
Observation 4: [bookmark: _Ref68216783]Including remaining hop number in BAP header cannot optimize latency for upstream traffic.
Regarding to IL-5, according to RAN3 agreement, IAB donor CU will be informed with congestion status of descendant IAB nodes. Besides, IAB donor CU has the full knowledge of the PDB requirement of each packet. By implementation, IAB donor CU can choose routing path which is not congested for those low PDB packets. No additional information needs to be transmitted to IAB donor CU. 
Observation 5: [bookmark: _Ref68216789]CU can put bearers with lower PDB on the suitable routes (RLF-free or congestion-free) by implementation.
Regarding to IL-6, it is difficult for IAB network to report the actual (real-time) latency to IAB donor CU, since the signaling overhead is quite high. Moreover, compared with the E2E latency of normal UE, the actual processing time and buffering duration at each intermediate IAB node also need to be considered. However, such processing time may be impacted by various reasons, including radio link condition, hardware status, traffic congestion, etc. The real-time latency may be changed within a short time due to getting worse or recovery from above reasons. The information received by IAB donor CU thus cannot represent the topology-wide latency status. Hence, the actual latency per BH RLC channel should not be reported to IAB donor CU.
Observation 6: [bookmark: _Ref68216795]Actual latency reported to IAB donor CU can be out-of-date and cannot help IAB donor CU to optimize E2E latency.
Proposal 5: [bookmark: _Ref68216801]RAN2 not to discuss any enhancement solutions to IL-5 and IL-6.
Pre-emptive BSR Buffer Size Calculation
[bookmark: _Hlk67842976]Moreover, in IL-3, buffer size calculation for pre-emptive BSR is left to implementation in Rel-16. It is desired to specify buffer size calculation among different IAB nodes.
Unlike the conventional BSR described above, the pre-emptive BSR is not triggered or transmitted based on availability of buffered data (provided by the RLC layer). Instead, it is triggered based on the expectation that data will be available in (the near) future. This allows the uplink transmission resource to be available when the actual data arrives from a child node and is processed by the DU and the higher layers of the MT. The pre-emptive BSR is triggered at the IAB MT based on one of the following:
· The IAB DU receives a BSR from a child IAB node or a UE
· The IAB DU allocates an uplink transmission resource to a child IAB node or a UE.
Hence, pre-emptive BSR indicates the expected volume of data. 
Subsequent to transmission of the pre-emptive BSR at IAB node, data arrival at the MT of this IAB node can trigger a conventional BSR (according to standard UE procedures). Note however, that some or all of the data that arrives at the MT of IAB node could be represented in the pre-emptive BSR. That is, the DU of IAB node, prior to reception of the data, may have:
· Received a BSR from the UE waiting to transmit the new data, resulting in triggering of a pre-emptive BSR with the data volume indicated in the BSR
· Provided an uplink grant to the UE for transmission of the new data, resulting in triggering of pre-emptive BSR with the data volume corresponding to the resource allocation in the uplink grant.
Consequently, resource allocation to the MT of IAB node for transmission of the new data according pre-emptive BSR triggered by both received BSR and UL grant may exceed the actual data volume required by its child node. This can lead to network wide inefficiency and unfairness.
Observation 7: [bookmark: _Ref61594057]Inaccurate buffer size report from pre-emptive BSR triggered by received BSR and UL grant leads to excess resource allocation to the MT of IAB node.
The following solutions can be used to overcome the issue described above.
Solution 1: Suppress BSRs for an LCG for some time after pre-emptive BSR is reported
If the new data corresponds to a pre-emptive BSR that has been transmitted, the IAB MT starts a timer with a configured duration when it triggers a pre-emptive BSR. 
If new data arrives at the IAB MT when the timer is running:
· It determines the logical channel of the data and the corresponding LCG 
· If the LCG was included in the pre-emptive BSR, the data does not trigger a BSR.
If new data arrives at the MT after the timer expires, the data may trigger a BSR.
However, the new data can arrive at any time. Once the timer expires, multiple pre-emptive BSRs still can be sent to parent nodes, which may lead to similar issue.
Solution 2: Subtract data volume reported in pre-emptive BSR
Different from Solution 1, this solution aims to reduce the duplicate data volume directly from the pre-emptive BSR. After triggering a pre-emptive BSR, the IAB MT performs the following:
· Records the LCGs included in the pre-emptive BSR
· If new data is received for a logical channel:
· determine the data volume of the new data
· determine the LCG corresponding to the logical channel
· If the LCG was included in the pre-emptive BSR, reduce the data volume by the data volume reported in the pre-emptive BSR for the LCG
· If the data volume is still positive, then trigger a BSR; otherwise no BSR is triggered.
As another variant of this method, the IAB MT can simply not consider the first data arrival for a logical channel after a pre-emptive BSR for BSR triggering, if the pre-emptive BSR included the corresponding LCG.
This solution can also be implemented at the parent node without changing IAB-MT behavior of BSR triggering. That is, the parent IAB node which receives a pre-emptive BSR, records the data volume for each LCG reported in the pre-emptive BSR when it provides a UL grant in response. The parent IAB node modifies the data volume for resource allocation accordingly.
Proposal 6: [bookmark: _Ref61594538]Reduce the data volume in pre-emptive BSR if it was reported for the LCGs included in previous pre-emptive BSR.
Conclusion
This contribution discussed topology-wide fairness and latency issues of IAB that are considered for enhancement. For topology-wide fairness we discuss the core issues for unfairness and provide solution accordingly. For latency, we further analyzed the issues agreed in RAN2 #113e meeting and introduced to include hop number in the BAP header to facilitate latency reduction and fairness scheduling. Also, the issue of inaccurate pre-emptive BSR calculation is discussed and we propose a solution accordingly. 
We have following observations and proposals:
Observation 1:The topology-wide unfairness in IAB network can be caused by following three aspects: 1)  unbalanced workload among BH RLC channels; 2)  accumulated latency from multiple hops; 3) unbalanced amount of data traffic among UE radio bearers.
Observation 2:Topology-wide fairness of IAB network should focus on upstream traffic, since downstream fairness can be considered by implementation at IAB donor CU or intermediate IAB node DU.
Proposal 1:To solve IF-1, QoS-based load balancing is used for balance traffic load among BH RLC channels holding UE bearers with similar QoS profile. Mobility load balancing for SON can be used as baseline.
Proposal 2:To solve IF-1, load related information should be reported to IAB donor-CU per BH RLC channel.
Observation 3:Knowing the number of radio bearers aggregated in the BH RLC channel is sub-optimal for resource fairness allocation.
Proposal 3:To solve IF-4, the fairness issue in IAB is addressed by having a fairness enforcer between the IAB node DU and the MT.
Proposal 4:To solve IL-1, the BAP header includes UE bearer identity and hop count of the routing path to enable latency optimization for fairness scheduling.
Observation 4:Including remaining hop number in BAP header cannot optimize latency for upstream traffic.
Observation 5:CU can put bearers with lower PDB on the suitable routes (RLF-free or congestion-free) by implementation.
Observation 6:Actual latency reported to IAB donor CU can be out-of-date and cannot help IAB donor CU to optimize E2E latency.
Proposal 5:RAN2 not to discuss any enhancement solutions to IL-5 and IL-6.
Observation 7:Inaccurate buffer size report from pre-emptive BSR triggered by received BSR and UL grant leads to excess resource allocation to the MT of IAB node.
Proposal 6:Reduce the data volume in pre-emptive BSR if it was reported for the LCGs included in previous pre-emptive BSR.
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