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In RAN2#113-e meeting, various agreements were achieved about Survival Time support in R17: [1].
Agreements
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-	RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress

In addition, several preliminary options where considered for how to handle this QoS parameter in RAN during the RAN2#113-e meeting offline [2]. This contribution further compares the three main options discussed in [2].
Discussion
[bookmark: _Ref68110415]Survival Time requirements
As elaborated in [3], the most stringent Survival Time requirement is expressed by SA1 in the top row (most stringent TSN flow) of Table 5.2-1 from [4]:
Table 5.2-1: Periodic deterministic communication service performance requirements (extract)
	Characteristic parameter
	Influence quantity

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	Service area
(note 3) 


	99.999 % to 99.999 99 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	50 m x 10 m x 10 m


Considering the above RAN2 agreement that the baseline assumption is that one application message is conveyed by one PDCP SDU, which can even be extended to RLC PDU given the above small message size (and message sizes of all other most latency-critical flows in this Table), the Survival Time requirements for the above TSN flow can be summarized as follows:
· Transfer interval (= CG periodicity) = 0.5 ms
· Survival Time = 0.5 ms (next packet following packet transmission failure must be successful)


Figure 1: Addressing survival time by increasing the reliability of following message 
[bookmark: _Ref68108230]Configured grant configuration addressing the 0.5ms-period TSN flow
It is fair to assume that such traffic types with such short and deterministic periodic transmissions are addressed by configured grants.
Then it is interesting to first assess the minimum round-trip time for gNB to schedule a retransmission after a wrong TB decoding in UL. The associated latencies are captured in Figure 2 and Table 1. Computation details are provided in Annex 1. It must be noted that these are the shortest possible R16 RAN1 latencies assumptions assuming extreme configurations and PDSCH/PUSCH processing capability #2 (the faster one) which is only supported for 15/30/60kHz numerologies. However, such configurations have been precisely designed to address such extreme TSN flows.
As can be observed, the minimum round-trip time is ~420 µs, thus allowing gNB to schedule a retransmission before the next CGO, as illustrated in Figure 3. However, since the dynamic retransmission grant will use the same HARQ process as the failed grant, at least two HARQ processes must be configured for this configured grant configuration, to allow the next CGO to be used for a new transmission, and configuredGrantTimer should be set to 1 (= 1 CG periodicity) to prevent the dynamic grant from blocking the next msg transmission (Figure 3).


[bookmark: _Ref68108845][bookmark: _Ref61441563]
[bookmark: _Ref68110250]Figure 2: Minimum round-trip time for a retransmission
[bookmark: _Ref68108854][bookmark: _Ref68110263]Table 1: Minimum round-trip time for a retransmission
	u
	df [kHz]
	Latencies (symbols)
	u
	df [kHz]
	Min ReTx latency

	
	
	(1)
	(2)
	(3)
	(4)
	(5)
	
	
	sym
	us

	0
	15
	2.00
	4.00
	2.00
	1.00
	2.50
	0
	15
	11.50
	821.43

	1
	30
	2.00
	6.50
	2.00
	1.00
	2.75
	1
	30
	14.25
	508.93

	2
	60
	2.00
	13.00
	2.00
	1.00
	5.50
	2
	60
	23.50
	419.64



Observation 1: At least 2 HARQ processes must be configured for the CG configuration serving the 0.5ms-period TSN flow to allow a dynamic retransmission without blocking the next application message.


[bookmark: _Ref68105732]Figure 3: CG configuration for the 0.5ms-period TSN flow
Solutions for detecting Survival Time
11 different solutions were proposed in the RAN2#113-e meeting offline [2], where those gathering most support are listed below (re-numbered wrt [2]), along with the number of supporting companies (we also didn’t capture solutions which, despite some support, wouldn’t meet for sure the above latency requirements, such as based on RLC ACK feedback):
· Option 1: Monitoring based on PDCP SN (6)
Rather than monitoring whether a transmission failure has occurred, the transmitter proactively boost the reliability and/or increase transmit diversity of PDCP SDUs corresponding to every N-th incoming message (wherein the value of N is the maximum number of consecutive message error that the application can tolerate) based on the PDCP sequence number (SN), to ensure at least one message in every N messages can be successfully transmitted. So, the transmitter autonomously enters survival time state for every N-th message.

· Option 2: TX-side Timer (17)
Introduce a new survival timer at the transmitter side. If the message cannot be successfully transmitted before the timer expiration (e.g. the timer may be expired at the point BAT + 5G-AN PDB), the transmitter may enter survival time state and boost the reliability of subsequent messages. The timer could be associated to certain events such as HARQ/ARQ feedback.

· Option 3: HARQ ACK/NACK (15) 
The transmitter may rely on HARQ feedback to determine if it should enter survival time state. For instance, if a NACK or a re-TX grant is received at MAC layer, the transmitter may enter the survival time state and boost the reliability of later messages. The HARQ ACK/NACK may be used as a trigger for the TX-side timer mentioned above.

· Option 4: No need at UE and observation by gNB (6)
For UL transmission, gNB can expect when a packet should arrive at the gNB (from the TSC AI and the assumption that the traffic is periodic) and observe that the packet is not delivered, while for UE does not need to monitor the survival time state. 
Option 1 is the simplest as it is a proactive behavior where UE deterministically and permanently boosts the transmission of one packet every N. In other words, Survival Time is never detected, but assumed to occur again every time the communication flow exits Survival Time. However it is clearly overkill as it results, for the 0.5ms-period usecase in Section 2.1, in boosting every other packet (although most of the time it’s not needed), and if the boosting would be via duplication activation it can actually end-up being very complex. Therefore we do not support this approach and favor instead solutions based on reactive Survival Time detection. 
Proposal 1: Reactive Survival Time detection is supported, which triggers link reliability increase.
Then, as also mentioned by the offline rapporteur, Options 2 and 3 can be considered as based on the same principle, where UE detects Survival Time and takes appropriate actions, whereas Option 4 is only based on network implementation where gNB detects Survival Time and (re)configures the UE accordingly. Therefore we focus, in the following, on comparing these two opposite approaches.
Solution only based on gNB implementation
In [3], we already showed evidence that only PDCCH based indication for recovering a transmission failure can meet the SA1 requirements. Indeed, RRC or MAC-CE based reaction are too loose to be considered. As a result:
· this only leaves CG type 2 reconfiguration as solution for improving the reliability and rules out other solutions e.g. duplication activation via MAC CE
· CG type 2 reconfiguration can only play with MCS for improving the reliability, but that may not be sufficient to address deep link quality decrease due to e.g. beam blockage (which is why duplication was designed for NR in first place)
· it can only work with Type 2 CGs, not Type 1 CGs
· in this case gNB must schedule the retransmission grant after reconfiguring the CG, since the two commands are addressed to CS-RNTI with NDI = 1 and 0 respectively, hence must be serialized.
· this requires configuring at least 3 HARQ processes for this CG configuration, although only 2 are required in legacy implementation (see Annex 2)
Observation 2: Addressing Survival Time by gNB implementation only is not suitable for the most stringent TSN flows of TS22.104. 
Solution based on UE detecting Survival Time
Assuming the Survival Time is triggered upon receiving the gNB dynamic retransmission grant (acting as “NACK”), there is no need for gNB to send any additional PDCCH order. Based on the round-trip time analysis in Section 2.2, following this PDCCH reception and decoding, the UE is left with t > 500-420 = 80 µs to apply the pre-configured link improvement, e.g. duplication activation, for the next CGO, as shown in Figure 4. Indeed, t is larger than 80 µs in practice because the latency component (5) in the 420 µs includes both PDCCH decoding and PUSCH preparation time whereas UE is aware of “NACK” as soon as it has decoded the PDCCH.


[bookmark: _Ref68108372]Figure 4: Implicit duplication activation of the DRB carried in failed CG upon receiving a dynamic grant for retransmission
Another benefit is that, as shown in Figure 4, no additional HARQ process must be configured on the configured grant configuration to support the feature.
Note that a solution based on HARQ NACK reception assumes gNB always sends NACK upon reception failure and one could argue that for such stringent usecase, it is not worth scheduling a retransmission since the e2e latency is violated anyways. However:
· If that is the case, NACK can simply be provided via DFI (as in NR-U)
· Even if the e2e latency is violated, a good RAN implementation may choose to deliver the packet anyways, as it may still be useful for the application to get it.
Observation 3: UE-based Survival Time detection meets the requirements for the most stringent TSN flows of TS22.104 reusing the legacy CG configuration for that flow and allows a wide range of transmission reliability increase (duplication, MCS, priority, …) based on pre-configuration. 
Proposal 2: UE-based Survival Time detection is supported.
3. Conclusion
In this contribution, we discuss survival time and provide below observations and proposals.
Observation 1: At least 2 HARQ processes must be configured for the CG configuration serving the 0.5ms-period TSN flow to allow a dynamic retransmission without blocking the next application message.
Proposal 1: Reactive Survival Time detection is supported, which triggers link reliability increase.
Observation 2: Addressing Survival Time by gNB implementation only is not suitable for the most stringent TSN flows of TS22.104. 
Observation 3: UE-based Survival Time detection meets the requirements for the most stringent TSN flows of TS22.104 reusing the legacy CG configuration for that flow and allows a wide range of transmission reliability increase (duplication, MCS, priority, …) based on pre-configuration. 
Proposal 2: UE-based Survival Time detection is supported.
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5. Annex 1
[bookmark: _GoBack]The latency components shown in Figure 2, Table 1 are detailed below and taken from RAN1 Rel-16 SI (most aggressive) evaluations [5]-[7]:
1) PUSCH duration
· Minimum 2 symbols
2) PUSCH-to-PDCCH processing time
· N1+X where
· N1 is UE PDSCH processing time as below
Table 5.3-2: PDSCH processing time for PDSCH processing capability 2
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB

	0
	3

	1
	4.5

	2
	9 for frequency range 1


· X=1/2/4/8 symbols for SCS = 15/30/60/120KHz, respectively
3) PDCCH alignment delay
· 2 symbols: worst-case alignment delay with PDCCH monitoring in every 2 symbols.
4) PDCCH duration
· 1 symbol
5) PDCCH decoding +preparation of the PUSCH of the dynamic grant for retransmission or applying new CG type-2 configuration 
· N2/2, where N2 is UE PUSCH preparation time as below.
Table 6.4-2: PUSCH preparation time for PUSCH timing capability 2
	

	PUSCH preparation time N2 [symbols]

	0
	5

	1
	5.5

	2
	11 for frequency range 1




6. Annex 2
Implementing Option 4 with only 2 HARQ processes is not possible because the two PDCCH orders must be serialized resulting in the whole transmission chain to be delayed: next CGO for HP#1 is blocked by the dynamic retransmission grant, which requires yet another dynamic grant for Msg4, etc, as shown in Figure 5. Hence at least 3 HARQ processes are required, as shown in Figure 6.


[bookmark: _Ref68107371]Figure 5: Serializing CG type 2 reconfiguration and dynamic retransmission with 2 HARQ processes


[bookmark: _Ref68107362]Figure 6: Serializing CG type 2 reconfiguration and dynamic retransmission with 3 HARQ processes
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