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1 Introduction
At RAN2#112e the topic of topology adaptation enhancements for IAB was discussed, and the following agreements reached [1]:
	Consider enhancements to topology adaptation that improve: 
Robustness, e.g., to rapid shadowing, 
service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 
reduction in signaling load.
RAN2 to discuss enhancements to RLF indication/handling with the focus on the reduction of service interruption after BH RLF.
CHO and potential IAB-specific enhancements of CHO is on the table. 
DAPS and potential IAB-specific enhancements of DAPS is not precluded for now (but as there is no PDCP it is not clear how to support DAPS). 
For message bundling, RAN2 at least wait for more progress to be made in RAN3 on topology adaptation procedures.
RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.



Following RAN2#112e RAN2 conducted an e-mail discussion [2] on “Topology Adaptation” to further progress the topic, find an agreeable mapping of candidate solutions to issues that had been identified/agreed, and analyze the candidate solutions.
In this paper we briefly elaborate on several of the issues discussed in [2] and explore how these enhancements might impact RAN2’s work.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Conditional HO for IAB 
In Rel. 16 it was agreed that topology adaptation would focus on the intra-donor case, and no optimization was attempted to address the inter-donor case. Clearly inter-donor IAB node migration is more complicated from the perspective of the network, as it is equivalent to performing a handoff for the MT of the migrated IAB node, and possibly some or all of its descendant nodes, the UEs served by the migrated IAB node, and/or its descendants. As the procedures involved are largely within the scope of RAN3, the rapporteur of [2] proposed to focus the RAN2 discussion for CHO enhancements on the intra-donor case.
One of the key issues raised during the e-mail discussion centred on early preparation and resource reservation at the target cell. To further illustrate the concerns raised we can refer to message flow for CHO illustrated in Figure 9.2.3.4.2-1 in TS 38.300, and reproduced below:


Figure 9.2.3.4.2-1 (TS 38.300): Intra-AMF/UPF Conditional Handover

Fundamentally the message flow of Figure 9.2.3.4.2-1 (TS 38.300) could work as is for IAB. In this case, the UE in the figure represents a IAB node MT, while the source and target gNBs are source and target donor gNBs respectively.
Observation 1: Rel-16 CHO can be supported by an IAB-MT.
The concerned raised center on step 4 in the message flow. In this step the target gNB would perform admission control based on the QoS requirements for PDU sessions of the UE and related radio bearers. Since in the IAB case the UE in the figure represents the IAB-MT of the migrated node, rather than radio bearers the MT would support BH RLC channels transporting data for its descendent nodes. Companies are concerned that that the target Donor would have to “reserve” significant resources for the migrating IAB node during admission control, while the probability of this MT actually migrating to a particular target node has rather low probability (e.g. in the case of BH link RLF).  Furthermore, even in the case of actual IAB-node migration, preparation of resources and admission control at the target might occur far before the CHO would be triggered. Thus, the information provided in the Handover request might be significantly out of date when the actual CHO is triggered.

However, our understanding is that the spec normally does not impose any requirements in terms of how admission control is implemented. Rather its implementation is left to the network. Furthermore, the target gNB could well decline BH RLC channels with excessive QoS requirements, and/or modify the configuration during or after CHO completion (step 8). 
Observation 2: The 3GPP specification does not limit how admission control and resource allocation is performed by the target gNB during a HO.
One could of course imagine that the CHO procedure might be further optimized for the IAB case. For example, the HO request (step 3) might be periodically updated by the source gNB towards target gNBs to inform them of changes in BH RLC channels and resource/QoS requirements for the IAB-MT. However, such optimization of the signalling procedures between donor nodes, or donor CU and IAB-DUs is not in the scope of RAN2. If RAN3 agrees to enhancements of the CHO procedures for IAB, then RAN2 can discuss if corresponding enhancements are required to air-interface procedures.
Proposal 1: RAN2 should wait for RAN3 to progress their work on topology adaptation before considering any enhancements related to RAN2 signalling.
One observation from Figure 9.2.3.4.2-1 (TS 38.300) is that each potential target gNBs perform admission control separately. Hence, if there is more than one target cell, each may be able to support different numbers of BH RLC channel and different QoS for the IAB-MT’s. However, per the current spec CHO triggering by the UE (IAB-MT) only consider measurements of the air-interface radio quality. Since the resource availability at the target cell is a significant consideration for IAB CHO, RAN2 might consider whether the selection of a target parent cell should consider the admitted BH traffic load in addition to the radio quality of the link.
Proposal 2: RAN2 should study the feasibility of enhancing CHO to consider admitted BH RLC Channels as a factor for target cell selection.

RLF Indication Procedure Enhancements
Potential enhancements to the RLF indication procedure were extensively discussed during the Rel. 16 WI [4] and also in the post-RAN2#111e e-mail discussion [3]. In general, the proposed approaches to indicating different steps in the RLF/recovery process to descendent IAB nodes can be classified according to table 1:
	 
	Name
	Description

	Type 1
	‎“Plain” notification
	Indication that BH link RLF is detected by the child IAB-node

	Type 2
	Trying to recover‎
	Indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it.‎

	Type 3
	BH link recovered‎
	Indication that the BH link successfully recovers from RLF‎

	Type 4
	Recovery failure‎
	Indication that the BH link RLF recovery failure occurs‎

	Type 4X
	Indicating child nodes to perform RLF procedure‎
	It is implementation when the parent sending this indication, and the child node should perform RLF related ‎procedure when receiving this indication.‎


Table 1: BH link RLF notification types

RLF Indication supported in Rel. 16 may be categorized as belonging to Type 4 (Recovery Failure). From the e-mail discussion [3] it can be observed that many companies are in favour of standardizing at least some of these enhancements. 
It is perhaps useful to discuss the use case for each these enhancements to BH RLF notifications:
Type 1 (RLF detected): Many companies support adding this type of RLF indication. The main justification for this stance seems to be that such an indication would allow additional time for a descendent node to make measurements and search for an alternative parent node. Presumably, once the IAB node actually declares that it was unable to recover from the RLF, the descendent node can immediately perform a re-establishment via the selected target IAB node, thereby reducing the interruption time of the backhaul link. Based on this description of the problem scenario, it appears that the descendent node would still not actually attempt a re-establishment until it received a Type 4 (Recovery Failure) indication. In fact, the reason that Type 1 indication was not already agreed in Rel. 16 is that RAN2 did not want child IAB nodes performing reselection and reestablishment in response to what is very likely to be a temporary condition experienced by the parent node, with all of the additional signalling and reconfiguration that this would imply. Therefore, it seems that any potential reduction in backhaul interruption would be limited to the time it takes for the descendant node to find a suitable candidate cell to camp on. 
Observation 2: Even with a Type 1 RLF indication (RLF Detected) a descendent IAB node would only attempt a re-establishment to an alternative parent once it receives a Type 4 RLF indication (Recovery Failed). As such any potential reduction in backhaul interruption would be limited to the time it takes for a suitable candidate cell to be found.
However, in Rel. 16 RAN2 agreed that IAB-MT could be configured to use CHO after RLF. In this case, the descendent IAB node would have already been configured with one or more CHO candidates. Once configured with a CHO candidate the IAB-MT of the descendent would anyway continuously evaluate the signal of the neighbor cell against the configured triggering condition. Hence, if a RLF is indicated to a descendent node, this node would almost certainly have already detected a suitable cell to camp on and perform re-establishment. As such, we are doubtful that in this scenario a Type 1 RLF indication would provide any additional speed up in the execution of the re-establishment procedure.
Observation 3: It is doubtful that a Type 1 RLF indication (RLF Detected) would reduce backhaul interruption time compared to what is already achievable in Rel. 16 using CHO after RLF.
Type 2 (Trying to recover): It seems to be a given that if a RLF is detected, then the IAB node will attempt to recover the failed BH link. Therefore, there does not appear to be any additional value from Type 2 RLF indication compared to Type 1 indication in terms of radio link recovery. In fact, most companies consider Type 2 and Type 1 to be synonymous. 
In the post RAN2#112e e-mail discussion on “Topology Adaptation” [2] there was considerable discussion devoted to the potential use of a Type 2 RLF indication to trigger local routing decisions at a descendent IAB node. Although Type 1 & Type 2 RLF indications do not seem particularly useful for RLF recovery, triggering local routing seems reasonable as this could help minimize buffering of traffic at the child node, and hence prevent congestion and reduce backhaul latency.
Proposal 3: RAN2 should discuss if Type 2 RLF indication (Trying to Recover) has value as a trigger for local routing at a child node. 	
Type 3 (BH link Recovered): Presumably the reason to have a Type 3 RLF notification is that a child IAB node that receives this indication from its parent node would be able to proactively cancel some action that the child node had initiated in response to a Type 1 or Type 2 indications. Per the discussion above, it may be useful to leverage a Type 2 RLF indication to trigger local routing decisions at a child node. It seems logical that if the parents BH link then successfully recovers from the RLF, that a Type 3 RLF could be an indication for the child node to cancel the local routing of traffic.
Proposal 4: RAN2 should discuss if Type 3 RLF indication (BH link recovered) has value to trigger cancellation of local routing at a child node.
If either/both of Type2/Type3 RLF indications are agreeable, RAN2 needs to consider the issue of backward compatibility. It is entirely possible that an IAB deployment might include IAB nodes based on the Rel. 16 spec as well as IAB nodes implementing enhancements introduced in Rel. 17 or subsequent releases. Thus, it is conceivable that one IAB node might transmit Type2/Type3 RLF indications, but the receiving node would not recognize them. In fact, a node implementing the Rel. 16 spec could simply ignore these indications. Similarly, an IAB node that supports other enhancements introduced in Rel. 17 might choose to follow the Rel. 16 spec and not trigger/cancel local routing based on these indications. Therefore, it seems that triggering/cancellation of local routing due to the reception of enhanced RLF indications from a parent IAB node can be left to IAB implementation.
Proposal 5: triggering/cancellation of local routing due to the reception of enhanced RLF indications from a parent IAB node can be left to IAB implementation.
Finally, even if an IAB node supports the transmission of Type 2/Type 3 RLF indications it seems prudent that the operator should have a means to enable or disable this functionality.
Proposal 6: enabling/disabling the transmission of enhanced RLF indications by an IAB node shall be configurable by the operator.

Enhancements to Local Routing
Another issue that was raised during e-mail discussions [2, 3] was the merits and potential challenges of local routing. The majority of companies participating in these discussions expressed the view that local routing decisions are beneficial for the mitigation of congestion, and for load balancing. In [5] we discussed at some length the motivation for enhancing Rel. 17 local routing to address congestion. In fact, as discussed in [6] RLF can be viewed essentially as the limiting case of congestion. And since in Rel. 16 RAN 2 adopted local routing as a mechanism to address RLF, it is logical that local routing could be extended to mitigate congestion in addition to the total failure of the BH link.
As an example, consider the routing paths of Figure 1, adopted from [6]. Here 2 different paths have been defined and configured for routing between IAB donor DU1 and IAB node 4, and 3 paths are defined and configured for routing between IAB donor DU2 and IAB node 4.
Figure 1. Illustration of 5 different routing paths in an IAB networkIAB 1
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Now let’s assume that the throughput of the BH link between IAB node 1 and IAB node 4 is insufficient for IAB node 1 to schedule all of the data corresponding to Path 5. This would manifest itself as congestion and excessive buffering of data at IAB node 1. As discussed in [6] the limiting case would be the complete failure of the BH link between IAB node 1 and IAB node 4. In Rel. 16 we allow IAB node 1 to select another way to forward the data towards IAB node 4, rather than simply letting it accumulate. However, congestion would have essentially the same effect.
Similar to the RLF case, the congestion could be alleviated by IAB node 1 selecting an alternate path to route the accumulating data towards IAB node 4. For example, IAB node 1 could select to route some or all of the accumulating data addressed to IAB node 4 towards IAB node 2, as illustrated in Figure 2. In fact, this is exactly analogous to what how IAB 1 might respond to a RLF.
Figure 2. Alternative routing due to insufficient throughput of BH link IAB 1  IAB 4, IAB 1
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resulting in congestion at IAB node 1

In the context of local routing, we believe that the network should be able to configure the IAB node with appropriate policies, such as how to prioritize egress links for local routing decisions. In [6] we proposed a very flexible way to configure priorities into the IAB node’s routing table. 
Table 1 below provides an example of how flexible routing priorities can be configured to the BAP routing table for IAB node 1. 
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID5>
	Priority 1  IAB node 4, Priority 2  IAB node 2 

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID2>
	Priority 1  IAB node 2, Priority 2  IAB node 4


Table 2. Example of Routing Table entries configured to IAB node 1 
In the example of the table 2 BAP routing ID 1 is mapped to the egress link towards IAB node 4 with highest priority (as illustrated in Figure 1). However, in the event of this link becoming congested, the donor has provided IAB node 1 with the alternative of routing packets with BAP routing ID 1 towards IAB node 2 (as illustrated in Figure 2).
Similarly, the priority for BAP routing ID 2 is be mapped to the egress link towards IAB node 2, but as a second priority IAB node 1 has been configured to route BAP routing ID 2 to the egress link towards IAB node 4 directly. One might question why this direct routing towards IAB node 4 would not always be configured as the highest priority for BAP routing ID 2. After all, this routing traverses only a single hop to get to IAB node 4, whereas the routing via IAB node 2 traverses 2 hops. One possibility for this preference is that the (IAB 1  IAB 2) and (IAB 2  IAB 4) BH links may have higher throughput than the direct (IAB 1  IAB 4) link. For example, this might be because of the physical proximity of the nodes, or possibly due to excessive interference to the (IAB 1  IAB 4) link. As a result, it may be beneficial to route the packets corresponding to best effort UE radio bearers (which are not delay sensitive) from IAB 1 towards IAB 2 and then IAB 4, rather than directly toward IAB 4. On the other hand, for a UE radio bearer that is delay sensitive, but does not require high bandwidth, we might prefer to route along the most direct path.
It should be clear from this example and others (see [6] for further details) that it is beneficial to provide flexibility in the network in how the BAP routing table is configure. Such flexibility serves to enable the benefits of fast routing decisions in response to local conditions (e.g. congestion), while preserving overall control of the network configuration over the local routing policy.
Proposal 7: BAP routing should be enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy. 
3 Conclusion
In this paper we briefly discussed several of the issues related to topology adaptation enhancements and explored how these enhancements might impact RAN2’s work. We have the following observations and proposals:
Observation 1: Rel-16 CHO can be supported by an IAB-MT.
Observation 2: Even with a Type 1 RLF indication (RLF Detected) a descendent IAB node would only attempt a re-establishment to an alternative parent once it receives a Type 4 RLF indication (Recovery Failed). As such any potential reduction in backhaul interruption would be limited to the time it takes for a suitable candidate cell to be found.
Observation 3: It is doubtful that a Type 1 RLF indication (RLF Detected) would reduce backhaul interruption time compared to what is already achievable in Rel. 16 using CHO after RLF.

Proposal 1: RAN2 should wait for RAN3 to progress their work on topology adaptation before considering any enhancements related to RAN2 signalling.
Proposal 2: RAN2 should study the feasibility of enhancing CHO to consider admitted BH RLC Channels as a factor for target cell selection.
Proposal 3: RAN2 should discuss if Type 2 RLF indication (Trying to Recover) has value as a trigger for local routing at a child node. 
Proposal 4: RAN2 should discuss if Type 3 RLF indication (BH link recovered) has value to trigger cancellation of local routing at a child node 
Proposal 5: triggering/cancellation of local routing due to the reception of enhanced RLF indications from a parent IAB node can be left to IAB implementation.
Proposal 6: enabling/disabling the transmission of enhanced RLF indications by an IAB node shall be configurable by the operator.
Proposal 7: BAP routing should be enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy.
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