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Introduction
During RAN2#112-e meeting, Topology adaptation enhancements were discussed and the following agreements were reached [1].
	Consider enhancements to topology adaptation that improve: 

Robustness, e.g., to rapid shadowing, 

service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 

reduction in signaling load.

RAN2 to discuss enhancements to RLF indication/handling with the focus on the reduction of service interruption after BH RLF.

CHO and potential IAB-specific enhancements of CHO is on the table. 

DAPS and potential IAB-specific enhancements of DAPS is not precluded for now (but as there is no PDCP it is not clear how to support DAPS). 

For message bundling, RAN2 at least wait for more progress to be made in RAN3 on topology adaptation procedures.

RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.


In this contribution, we will discuss the issues on the support of CHO in IAB, RLF enhancement, Re-routing enhancements of topology adaptation enhancements and give our proposals. 

Discussion
Support of CHO in IAB
In RAN3#110-e meeting, it was agreed Rel-16 CHO could be considered as baseline for the discussion of CHO for IAB[2]. At the same time, CHO and potential IAB-specific enhancements of CHO are on the table in RAN2#112-e meeting. Assuming CHO is used in IAB node migration procedure, IAB-donor-CU may perform early preparation of candidate cells on the target IAB-DU for the migrating IAB-MT. Migrating IAB-MT may receive the CHO configuration of candidate cells on the target IAB-DU and CHO execution conditions in advance. When one or more CHO execution conditions are met, the migrating IAB-MT could decide to access to the target cell by itself. In this way, it is benefit at reducing the HO failure rate and improving handover robustness. In addition, in the RLF scenario, if CHO were supported at an IAB-MT, the IAB-MT may choose to sync with an available candidate parent IAB-DU based on CHO configuration sent by IAB-donor-CU, which may reduce the interruption time compared to traditional RLF recovery procedure via RRC Reestablishment. Based on the analysis above, it is benefit to support CHO for migrating IAB-MT.

Observation 1: It is benefit to support CHO for migrating IAB-MT.

On the other hand, since IAB-donor-CU does not know which IAB node may suffer channel deterioration or perform migration in advance, it is suggested that IAB-donor-CU prepare the CHO configuration for each IAB node including both migration IAB-node and descendant IAB-nodes. The CHO configuration of the descendant IAB-nodes may contain the target cells belong to either migration IAB-DU or other candidate IAB-DUs. 

Proposal 1: IAB-donor-CU prepare the CHO configuration for each IAB node including both migration IAB-node and descendant IAB-nodes.
Since inter-donor IAB-node migration and RLF recovery procedure are still under discussion in RAN3. It is suggested that RAN2 shall start with supporting of CHO in intra-donor CU migration scenario. And whether/how to support CHO during inter-donor-CU migration could be further discussed after inter-donor CU migration procedure is designed. 
For intra-donor-DU migration scenario, the Donor-CU and Donor-DU serving descendant IAB nodes keep unchanged after migration. In this case, there is no need to trigger CHO for descendant IAB nodes. And donor-CU only need to reconfigure the BH RLC channels and BAP routing entries for descendant IAB nodes after migration IAB node completes the CHO. 

Observation 2: For intra-donor-DU migration, there is no need to trigger CHO for descendant IAB nodes.
For the inter-donor-DU migration, if the migration IAB-node perform CHO procedure, the descendant IAB nodes need to be configured with default UL-BAP-Routing ID, default UL-BH-RLC-channel, and new IP address from the new donor-DU. These configurations could be delivered to descendant IAB nodes after the migration IAB-node completes the CHO. Alternatively, these configuration may be delivered to descendant IAB nodes as part of the CHO configuration. However, how to trigger the CHO of descendant IAB node in this scenario should be considered since the channel condition between descendant IAB node and migration node does not deteriorate, for example, the migration IAB node may send an indication to descendant IAB node to trigger the CHO.

Observation 3: For inter-donor-DU migration, the descendant IAB nodes need to be configured with default UL-BAP-Routing ID, default UL-BH-RLC-channel, and new IP address from the new donor DU.
Proposal 2: For inter-donor-DU migration, IAB-specific CHO trigger condition need to be defined, for example, the migration IAB node may send an indication to descendant IAB node to trigger the CHO.
On the other hand, an email discussion on topology adaptation was initiated after RAN2#113e meeting [3]. And whether to support the early resource reservation for the BH RLC channels of the migration IAB node MT was discussed in the email discussion. We think it can be up to target IAB DU’s implementation. Target IAB DU may at least pre-configure the BH RLC channels with non GBR QoS requirements. For the BH RLC channels with GBR QoS requirement, target IAB DU may not accept all of them if they require a large data volume. For the intra-donor-CU migration, the donor-CU has full knowledge of the QoS requirement of the BH RLC channels/UE DRBs of the migration IAB node, descendant IAB nodes and UEs, it can also reconfigure the BH RLC channels after the migration IAB node completes the CHO procedure. Nevertheless, it is not necessary to explicitly prohibit the target IAB DU to reserve resource for the BH RLC channels of the migration IAB node during CHO. 

Proposal 3: It is up to target IAB DU’s implementation to reserve resource for the BH RLC channels of the migration IAB node during CHO.
Enhancements to RLF indication

RLF indication enhancement, like introducing new types of RLF indication,  has been discussed in the email discussion [2]. Most companies agreed that new type of RLF indicaton (type-2 RLF indication indicating RLF recovery is ongoing) could be introduced but have no consensus on the behavior of IAB-node in response to receiving type-2 RLF indication. As discussed in [2], the following IAB node behaviors in response to receiving type-2 RLF indication were proposed:

Behavior 1: RRC Re-establishment
Behavior 2: CHO
Behavior 3: Local rerouting
Behavior 4: Early measurement
Behavior 5: Reduce SR/BSR
Behavior 6: Mute IAB-support in SIB1
Considering that the RLF-point IAB-node may recover to the same parent node with a considerable chance, behavior 1 (i.e. RRC Re-establishment) and behavior 2 (i.e. CHO) listed above may cause unnecessary change to network topology and should not be supported As for behavior 3 (i.e. Local rerouting), changing the flow direction of network traffics due to type-2 RLF indication may be too hasty since it may cause “unnecessary” congestion in other paths, especially considering that the RLF-point IAB-node may recover to the same parent node. Finally, as for behavior 4-6, we agree that they are beneficial to improve network efficiency. However we think it’s up to IAB-node’s implementation whether behavior 4-6 is carried out upon type-2 RLF indication is received at the IAB node.

In a word, we think it is necessary to introduce a type-2 RLF indication, which enables the descendant IAB-nodes of RLF-point to perform up-to-implementation operations for improving network performance.

Proposal 4: Introduce a type-2 RLF indication, which enables the descendant IAB-nodes of RLF-point to  perform up-to-implementation operations for improving network performance.
Apart from enhancement related to type-2 RLF indication, we think the behavior of IAB-node in response to receiving type-4 RLF indication can be further discussed. Specifically, the mixed operations of type-2 RLF indication and type-4 RLF indication are discussed. 

Considering the scenario as shown in Figure 1, assuming there are three paths (Path 1 and 2 in green and blue, respectively) for routing UE1’s uplink packets to IAB-donor-CU, and there is one path (Path 3 in yellow) for routing UE2’s uplink packets to IAB-donor-CU. If RLF occurs in the link between IAB-node 1 and IAB donor DU1 and RRC Re-establishment fails, a type-4 RLF indication would be transmitted from IAB node 1 to IAB-node 3. However, since IAB-node 3 is DC-connected, it will not send a type-4 RLF indication to IAB-node 5 even though it receives a type-4 RLF indication from IAB-node 1. According to Rel-16 specification, IAB-node 5 will encapsulate packets as before, i.e, IAB-node 5 will keeps delivers packets to Path 1 even though Path 1 is actually unavailable. 

It is suggested that the information on paths (e.g., routing IDs) impacted by RLF, can be included in RLF indication, and the information on impacted paths can be propagated to descendant nodes. For example, when IAB-node 3 receives type-4 RLF indication on the link between IAB-node 1 and IAB-node 3, IAB-node 3 will consider this link as RLF, and send a type-2 RLF indication to IAB-node 5. Both type-4 RLF indication and type-2 RLF indication includes information on paths impacted by RLF, then IAB-node 5 is able to know which path is unavailable and avoid unnecessary uplink transmission. 
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Figure 1. An example of local rerouting in RLF case 
Proposal 5: To enable the descendant node not to deliver packets to paths unavailable, the information on paths (e.g., routing IDs) impacted by RLF can be included in type-4 RLF indication and type-2 RLF indication. Moreover, type-2 RLF indication can be sent from a DC-connected IAB-node to its child nodes even though RLF only impacts its one link.
Re-routing enhancements

In Rel-16, the packet local re-routing during RLF is specified. To be specific, when IAB node MT/DU detects egress link failure of UL/DL packet, IAB node MT/DU could find backup routing path for UL/DL packet. The BAP routing ID of backup routing path should have the same destination BAP address with original routing path but corresponding to different next hop available node. When such backup routing path is selected from routing table, IAB node MT/DU may determine the egress BH RLC channel on the egress link of the backup path and then deliver the packet correspondingly. 

Observation 4: In Rel-16, packet local re-routing is triggered by RLF. The BAP routing ID for packet re-routing path should have the same destination BAP address with original routing path but corresponding to different available next hop node. 

Local re-routing based on congestion
During the previous RAN2 meetings, it is proposed by some companies to extend the local re-routing scenarios. In addition to RLF, it is suggested to consider the local re-routing during congestion. Generally speaking, it is the responsibility of donor CU to control the routes selection because  donor CU can systematically considers the network topology and load condition. The usage of local re-routing should be restricted since it may cause the dynamic change of load distribution and lead to sub-optimal route selection. 

In our opinion, when congestion is detected, IAB node may send the congestion report to donor CU. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion. Meanwhile, the data packet could still be forwarded to the next hop node slowly since the egress link is congested instead of RLF. The data transmission may recover to the normal rate when the congestion is alleviated via the routing re-configuration. To avoid the potential buffer overflow due to congestion, donor CU may even configure the IAB node to report the congestion earlier so that the donor CU may take actions promptly. 

On the other hand,  some companies suggest RAN2 to support local rerouting based on congestion indication by hop-by-hop flow control. For example, when the IAB node receive the flow control feedback over one egress link path, it may re-routed the data packet to other egress link. However, if all the traffic delivered over the congested path are re-routed to the backup path, the backup path may become congested and the data packet over backup path need to be re-routed again. To avoid this ping-pong problem, it is necessary to consider which traffic should be re-routed to keep network load balance. For example, IAB node select the re-routing packet which has higher priority or lower remaining PDB. On the other hand, during the re-routing, it is possible that the backup path also happens congestion and data packet would be re-routed multiple times, which cause the routing loop and the PDB requirement could not be satisfied. Based on this observation, it is necessary to restrict the number of re-routing times. 

Proposal 6: Instead of local re-routing, IAB node may send the congestion report to donor CU when congestion is detected. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion.

Proposal 7: Suppose local re-routing based on congestion is considered, it is necessary to consider which traffic should be re-routed to keep network load balance, and to restrict the number of re-routing times.
Inter-donor-DU re-routing
As shown in Figure 2, there are two donor DUs which connect to the donor CU. The IP address of IAB node DU is allocated by donor DU. According to Rel-16 specification, the donor DU1 and donor DU2 may perform the IP address allocation for IAB nodes. Suppose IAB node 2 is configured with redundant routing paths, such as path id 1 (IAB node 2->IAB node 1->donor DU1) and path id 2(IAB node 2->IAB node 1->donor DU2). In this case, donor DU1 and donor DU2 allocate different IP addresses anchored on it for IAB node 2. Suppose IP1 and IP2 are allocated by donor DU1 and donor DU2 respectively, the IAB node 2 may utilize IP1/IP2 as the source IP address for the UL packet associated with path id 1/path id 2 respectively. Correspondingly, donor DU1/donor DU2 could receive the data packet with the source IP address anchored on it and then forward the data packet to donor CU. Otherwise, if donor DU1 receives the  UL packet with source IP2, donor DU1 may discard the received UL packet due to ingress filtering applied by routers and middle boxes on the wireline network. 
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Figure 2. Example of inter-donor DU re-routing

Suppose IAB node 1 detects RLF over the egress link towards donor DU1, IAB node 1 may consider to re-route the UL packet destined toward donor DU1 to donor DU2, which is called inter-donor DU re-routing. Actually,m RAN3 has decided to support inter-donor-DU local re-routing in Rel-17 IAB. In order to support inter-donor DU re-routing, it is necessary to solve the following two issues:

Re-routing path selection
As we mentioned before, the BAP routing ID for packet re-routing path should have the same destination BAP address in BAP header with original routing path but corresponding to different next hop available node. As agreed in Rel-16, donor DU1 and donor DU2 are assigned with different BAP address. To support inter-donor-DU re-routing, the re-routing path selection should disregard the destination BAP address. For example, the IAB node may select one entry in the routing table whose BAP address does not matches the destination BAP address in BAP header and whose egress link corresponding to the next hop BAP address is available. 

When the inter-donor DU re-routing path is selected, IAB node needs to update the BAP header of the data packet. Otherwise, when the donor DU receive the data packet, it detects the destination BAP address in BAP header does not match the BAP address of its own, it may fail to remove the BAP header and deliver the data packet to upper layer.  
Alternatively, if the BAP header is not updated during the inter-donor DU re-routing, it is necessary to update the donor DU’s UL receiving operation. For example, no matter the destination BAP address in BAP header matches its own BAP address or not, the donor DU removes the BAP header and delivers the data packet to upper layer.  

Proposal 8: To support inter-donor-DU re-routing, the re-routing path selection should disregard the destination BAP address. To be specific, the IAB node select one entry in the routing table whose BAP address does not matches the destination BAP address in BAP header and whose egress link corresponding to the next hop BAP address is available.

Observation 5: If donor DU receive the data packet whose destination BAP address in BAP header does not match the BAP address of its own, it may fail to remove the BAP header and deliver the data packet to upper layer.  
Proposal 9: When the inter-donor DU re-routing path is selected, IAB node need to update the BAP header of the data packet to include the BAP routing ID of the selected path. 

Proposal 10:  If the BAP header is not updated during the inter-donor DU re-routing, it is necessary to update the donor DU’s UL receiving operation, e.g., no matter the destination BAP address in BAP header matches its own BAP address or not, the donor DU removes the BAP header and delivers the data packet to upper layer.
Ingress filtering 
As we know, the ingress filtering is usually applied as security measure to protect the network from address spoofing. It can be enabled or disabled according to operator’s preference/policy. If ingress filtering is enabled and the source IP address of the received UL packet is not anchored on the donor DU, the re-routed UL packet shall be discarded at donor DU. So inter-donor-DU re-routing could not be supported in this scenario. 
To solve this problem, donor CU may configure the IAB node/donor DU with an indication, which indicates whether the ingress filtering is enabled. If yes, the destination BAP address should be considered during UL packet re-routing, which means only intra-donor-CU re-routing is considered. Otherwise, the destination BAP address could be disregarded for the re-routing path selection. 

Observation 6: Inter-donor DU re-routing does not workable when ingress filtering is enabled.

Proposal 11: In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.
Conclusion
In this contribution, we mainly discussed the remaining issues on CHO in IAB, RLF enhancement, Re-routing enhancements of topology adaptation enhancements. And we have the following observations and proposals.

Observation 1: It is benefit to support CHO for migrating IAB-MT.

Proposal 1: IAB-donor-CU prepare the CHO configuration for each IAB node including both migration IAB-node and descendant IAB-nodes.
Observation 2: For intra-donor-DU migration, there is no need to trigger CHO for descendant IAB nodes.
Observation 3: For inter-donor-DU migration, the descendant IAB nodes need to be configured with default UL-
BAP-Routing ID, default UL-BH-RLC-channel, and new IP address from the new donor DU.
Proposal 2: For inter-donor-DU migration, IAB-specific CHO trigger condition need to be defined, for example, 
the migration IAB node may send an indication to descendant IAB node to trigger the CHO.
Proposal 3: It is up to target IAB DU’s implementation to reserve resource for the BH RLC channels of the 
migration IAB node during CHO.
Proposal 4: Introduce a type-2 RLF indication, which enables the descendant IAB-nodes of RLF-point to  perform up-to-implementation operations for improving network performance.
Proposal 5: To enable the descendant node not to deliver packets to paths unavailable, the information on paths (e.g., routing IDs) impacted by RLF can be included in type-4 RLF indication and type-2 RLF indication. Moreover, type-2 RLF indication can be sent from a DC-connected IAB-node to its child nodes even though RLF only impacts its one link.
Observation 4: In Rel-16, packet local re-routing is triggered by RLF. The BAP routing ID for packet re-routing path should have the same destination BAP address with original routing path but corresponding to different available next hop node. 

Proposal 6: Instead of local re-routing, IAB node may send the congestion report to donor CU when congestion is detected. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion.

Proposal 7: Suppose local re-routing based on congestion is considered, it is necessary to consider which traffic should be re-routed to keep network load balance, and to restrict the number of re-routing times.
Proposal 8: To support inter-donor-DU re-routing, the re-routing path selection should disregard the destination BAP address. To be specific, the IAB node select one entry in the routing table whose BAP address does not matches the destination BAP address in BAP header and whose egress link corresponding to the next hop BAP address is available.

Observation 5: If donor DU receive the data packet whose destination BAP address in BAP header does not match the BAP address of its own, it may fail to remove the BAP header and deliver the data packet to upper layer.  
Proposal 9: When the inter-donor DU re-routing path is selected, IAB node need to update the BAP header of the data packet to include the BAP routing ID of the selected path. 

Proposal 10:  If the BAP header is not updated during the inter-donor DU re-routing, it is necessary to update the donor DU’s UL receiving operation, e.g., no matter the destination BAP address in BAP header matches its own BAP address or not, the donor DU removes the BAP header and delivers the data packet to upper layer.

Observation 6: Inter-donor DU re-routing does not workable when ingress filtering is enabled.

Proposal 11: In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.
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