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In RAN#86 meeting, a new WID on NR Multicast and Broadcast Services [1] had been agreed. For RRC connected UE, the related objectives as following: 
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
· Specify support for basic mobility with service continuity [RAN2, RAN3]
· Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]
· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
In this contribution, we will discuss the issues on dynamic PTM PTP switch for RRC connected UE and give our proposals.
Discussion
Scenario for dynamic PTM PTP switch
SA2 has studied how to support general multicast and broadcast communication services via 5GS and the related solutions are captured in TR 23.757. In order to deliver MBS traffic from a single data source (e.g. Application Service Provider) to multiple UEs, SA2 provides two delivery methods as below. For 5GC Individual MBS traffic delivery method, CN will duplicate MBS data packets received from the single data source and provide the RAN with multiple copies of the same MBS service via unicast tunnel, respectively (i.e. one tunnel per UE). For 5GC shared MBS traffic delivery method, CN will directly deliver the MBS data packets to RAN via a shared tunnel (i.e. one tunnel for multiple UE).
 -	5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.
-	5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets to a RAN node, which then delivers them to one or multiple UEs.
Observation 1: An MBS service can be provided to the gNB via a shared tunnel or a unicast tunnel (i.e. per UE).
Based on the latest TR 23.757 v040, there also exists two delivery methods from the viewpoint of RAN as following. For Point-to-Multipoint (PTM) delivery, RAN can deliver a copy of MBS data packet to a set of UEs via a shared radio bearer, which can be called MRB (i.e. Multicast Radio Bearer). For Point-to-Point (PTP) delivery method, RAN can deliver separate copies of MBS data packet to individual UEs via a separate radio bearer.
-	Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.
-	Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.
In the TR 23.757 v040, it is stated that for 5GC shared MBS traffic delivery the RAN node either delivers a single copy of MBS data packets over radio to a set of UEs or delivers separate copies of MBS data packets over radio to individual UEs, which means that the RAN also has duplication function. Theoretically, for 5GC Individual MBS traffic delivery method, it is feasible that RAN duplicates the MBS data received from CN and delivers a single copy of MBS data packets to a set of UEs via PTM or delivers separate copies of MBS data packets to individual UEs via PTP.
Observation 2: It is feasible that the gNB can decide to use PTP or PTM when an MBS service is provided to the gNB via a shared tunnel or potentially a unicast tunnel.
Based on the above observations, there are three cases for MBS delivery in RAN.
Case 1: CN-RAN multicast and RAN unicast (e.g. PTP)
Case 2: CN-RAN multicast and RAN multicast (e.g. PTM)
Case 3: CN-RAN unicast and RAN multicast (e.g. PTM)
In RAN2#111e meeting, RAN2 has achieved the following agreement:
Confirm that We will, for multicast services introduce support for PTP and PTM transmission of shared traffic delivered by 5GC, at least for connected mode (this is not intended to exclude other cases)
According to the agreement, Case 1 and case 2 has been supported while case 3 is not excluded. For Case 1 and Case 2, as there is no SA2 impact, RAN2 can take case 1 and case 2 as high priority to study. For case 3, RAN duplicates the MBS data packets received from CN via a unicast tunnel and provide them to multiple UEs, which reduce the resource overhead (e.g. caused by establishing a shared tunnel). For this case, the assistant information (e.g. the association of QoS flow and TMGI) should be provide from CN to make RAN know that a UE is receiving a MBS data via UE specific PDU session. As there is SA2 impact, it is proposed to take Case 3 as low priority to study.
Proposal 1: For MBS delivery in RAN, Case 1 and Case 2 should be studied with high priority and Case 3 has low priority:
· Case 1: CN-RAN multicast and RAN unicast (e.g. PTP)
· Case 2: CN-RAN multicast and RAN multicast (e.g. PTM)
· Case 3: CN-RAN unicast and RAN multicast (e.g. PTM)

Based on the scope of MBS WID, RAN2 needs to specify the support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE. Considering that there are three cases for MBS provisioning as listed in Propose 1, dynamic PTP PTM switching can occur between any two cases. In addition, the UE can receive MBS service via legacy method (i.e. via PDU session), which result in more switching cases. The following Fig.1 shows all the switching cases. Next, we will give the possible use cases.
· Scenario 1: Switching between CN unicast+RAN unicast and CN multicast+RAN multicast/unicast
The use case may be: UE1 is receiving the MBS service via PDU session. RAN receives the interest of UEs (e.g. UE2) which indicate that UEs are interested in the same MBS service. Then RAN requests to join the MBS group. After the shared tunnel for the target MBS service is established between RAN and CN, RAN adopts PTP or PTM to provide the MBS service to UEs (e.g. UE2/3).
On the other hand, RAN is receiving MBS data packets of a MBS service via a shared tunnel. When RAN detects that a few UEs (e.g. only one UE1) is receiving the MBS service, RAN request to leave the MBS group and establish a unicast tunnel between RAN and CN for a target UE (e.g. UE1).
· Scenario 2: Switching between CN unicast+RAN multicast and CN multicast+RAN multicast/unicast
The use case may be: UE1 is receiving the MBS service via PDU session. RAN receives the interest of UEs (e.g. UE2) which indicate that UEs are interested in the same MBS service. Then RAN duplicates the MBS packets of the target MBS service received via a unicast tunnel and provides to UEs (e.g. UE2/3) via PTM. When RAN needs to handover the UE (e.g. UE1) to another RAN node, the RAN requests to join the MBS group in order to receive MBS data packets of the MBS service from CN. After the shared tunnel for the target MBS service is established, RAN adopts PTP or PTM to provide the MBS service to UEs (e.g. UE2/3).
· Scenario 3: Switching between CN multicast+RAN multicast and CN multicast+RAN unicast
The use case may be: RAN is receiving MBS data packets of a MBS service via a shared tunnel and provide the MBS data packets to UE via PTP. When RAN detects that a larger number of UEs become interested in receiving the target MBS service, RAN decides to deliver MBS data packets via PTM to UEs. When RAN detects that only a few of UEs is interested in receiving the target MBS service, RAN decides to deliver MBS data packets via PTP to UEs.
For scenario 1 and 2, RAN needs to interact with CN and triggers the switching of CN transmission mode. For scenario 3, RAN can decides PTM/PTP switching (e.g. based on the interest of UEs) without impacting CN, which is easier to realize.

Figure 1: Switching between unicast and multicast
Proposal 2: For dynamic PTP PTM switch, Case 1 should be studied with high priority to study and Case 2 has low priority:
· Case 1: switching between CN multicast+RAN unicast and CN multicast+RAN multicast
· Case 2: switching between CN unicast+RAN unicast/multicast and CN multicast+RAN multicast/unicast (i.e. whether the RAN can trigger the switching of the CN transmission mode.)

Radio bearer for MBS reception
From the view of RAN, RAN can adopt PTM only or PTP only or a combination of PTM/PTP to deliver MBS data packets to a set of UEs (which can refer to TR 23.757) within a cell.
From the view of UE, UE can correspondingly adopt PTM only or PTP only or a combination of PTP/PTM for MBS reception, as shown in the following Table 1.
Table 1. UE reception model for MBS data packet
	gNB transmission
	PTM only
	PTP only
	PTP and PTM

	
UE reception
	
Via PTM leg
	
Via PTP leg
	Via PTM leg

	
	
	
	Via PTP leg

	
	
	
	Via PTM leg and PTP leg



Correspondingly, the possible UE configuration for MBS reception are shown in the following Table 2. 
Table 2. The possible UE configuration for MBS reception
	UE reception
	PTM only
	PTP only
	PTP and PTM

	UE configuration for MBS reception
	Case 1: Only PTM leg is configured
	Case 1: Only PTP leg is configured 
	
Both PTP and PTM leg are configured


	
	Case 2: Both PTP and PTM leg are configured
	Case 2: Both PTP and PTM leg are configured
	



The configuration of both PTP leg and PTM leg facilitate the dynamic PTM/PTP switching. However, Two LCIDs shall be allocated for PTP leg and PTM leg for one MBS service. If the UE is a switch UE (e.g. UE operating in industrial environment), this kind of configuration may result in resource shortage of LCID. Thus, it is reasonable to allow that only one leg is configured to UE for MBS reception.
For the case that both PTP leg and PTM leg are configured, it is a good choice to adopt split bearer architecture (i.e. PTP leg and PTM leg has the common PDCP entity) to facilitate PTM PTP switch. We can call this kind of bearer type as PDCP split MRB (i.e. one leg is PTP leg and one leg is PTM leg). 
Proposal 3: All the following bearer types are supported for the MBS reception.
· Type 1: PTM only (i.e. only via MBS RNTI)
· Type 2: PTP only (i.e. only via C-RNTI)
· Type 3: PDCP split MRB (i.e. one leg is PTP and one leg is PTM) 
Lossless switching and in-order delivery
For a given UE, when PTP/ PTM switching occurs, some MBS packets may not be received at UE side. As shown in the following Fig.2, when UE1 switches from PTP reception to PTM reception, some MBS packets will not be received at UE side because the PTM transmission is faster than PTP transmission. 
For a given UE, when PTP/ PTM switching occurs, UE may receive the MBS data packets which are out of order. For example, when UE1 switches from PTM reception to PTP reception, the MBS data packets via PTP delivery may be arrived at UE side before the MBS data packets via PTM delivery, which may result in out of order delivery to upper layer.

Fig.2 Data loss scenario when PTP/PTM switching occurs
Observation 4: Data loss and out of delivery may occur during PTP PTM switch.
For NR MBS with high reliability, data loss should be avoided. in addition, in-order delivery also should be supported in case that some MBS cannot tolerant a larger number of out-of-order packets in application layer.
Proposal 4: Lossless switching and in-order delivery is supported for PTP PTM switch case.
Which layer should be the anchor of realizing lossless switching and in-order delivery has to discuss. In RAN2#111e meeting, a related FFS is left. 
FFS which layer(s) handles reliability (in general), inorder delivery / duplicate handling, and it is FFS how it works at PTM PTP switch. 

Actually, reliability can be guaranteed by PDCP layer, RLC layer and HARQ in both LTE and NR system. However, for LTE MBS, there is no mechanism to guarantee reliability as PDCP layer is absent, only RLC UM mode is supported and HARQ is not supported for MRB. Different with LTE, some NR MBS has high reliability requirement. This is the reason of introducing HARQ feedback for NR MBS. During the normal MBS reception (i.e. without mobility and PTP PTM switch), the reliability requirement of NR MBS can be guaranteed by HARQ and/or RLC. However, the reliability requirement of NR MBS may not be guaranteed if some MBS data packets has never been transmitted by HARQ entity and RLC entity. Thus, the reliability should be guaranteed by higher layer (i.e., PDCP layer). 
As for the function of in-order delivery/duplicate handling, PDCP has support all the functions. There is no specification work to expand to MBS bearer.
Proposal 5: PDCP is the anchor of handling reliability, in-order delivery/duplicate detection/discarding.
In LTE and NR, PDCP perform data (re)transmission based on the PDCP status report transmitted by the receiver during mobility. For PTP PTM switch case, same mechanism can be adopted.
Proposal 6: PDCP status report is supported for PTP PTM switch case.
As MBS is a downlink-only flow, it is reasonable to configure RLC UM mode for PTM leg. Normally, the reliability requirement can be guaranteed by HARQ mechanism. However, the reliability requirement of NR MBS cannot be guaranteed if some MBS data packets has not been transmitted by HARQ during PTP PTM switch. Thus, we proposal PDCP status report can be supported for UM bearer carrying MBS data. Even though PDCP status report is usually only applied for AM bearer, the PDCP status report for DAPS bearer with UM Mode has been supported. There may be some similar work which can be used for reference. It may not need much specification work.
Proposal 7: PDCP status report is supported for UM bearer carrying MBS data.
Next, we will discuss how to trigger PDCP status report.
As there exists three kind of bearer types for MBS reception (i.e. PTM only, PTP only and PDCP split MRB), the corresponding three options for performing PTP PTM switch are listed as below:
· Scenario 1: PTP leg and PTM leg are always configured and activated for MBS reception. Under this case, NW does not need to inform UE of dynamic PTP PTM switch.
· Scenario 2: PTP leg and PTM leg are configured and only one leg is activated for MBS reception. Under this case, NW has to inform UE of dynamic PTP PTM switch.
· Scenario 3: only one leg is configured. Under this case, UE switches to another leg when NW configures another leg.
For Option 1: As UE always monitor PTP leg and PTP leg simultaneously, NW can perform routing of MBS data based on implementation. When packet from another leg is detected, UE can determine that PTP PTM switch is performing. Thus, UE can trigger PDCP status report without explicitly PTP PTM switch indication from NW.
For Option 2: As UE only monitor one leg for MBS, NW has to inform UE of starting to monitor another leg by explicit indication. This kind of explicit indication can be treated as a kind of requesting PDCP status report.
For Option 3: As UE only monitor one leg for MBS, NW has to configure UE with another leg to realize PTP PTM switch. This kind of explicit configuration information can carry the indication of requesting PDCP status report. When PDCP SR is requested, UE can trigger and transmit PDCP status report.
All the scenarios can work well for realizing PTP PTM switch. From our perspective, the scenario 2 is more reasonable. For scenario 1, UE always monitor PTP leg and PTP leg simultaneously even though NW may only delivery MBS data via one of PTP leg and PTM leg. From the perspective of power consumption, scenario 1 is not a good choice. For scenario 2, NW has to configure UE with another leg to realize PTP PTM switch (e.g. via RRC signaling), which is probably not a kind of dynamic PTP PTM switch. Under the assumption that dynamic PTP PTM switch is realized by the method described in scenario 2, explicit indication for triggering PDCP SR is required. As for the detail of explicit indication for triggering PDCP SR, it can be left to further study.
Proposal 8: Explicit indication for triggering PDCP SR is required. The detail of indication is FFS.
As MBS is a downlink-only flow, it is reasonable to configure RLC UM mode for PTM leg. If the HARQ mechanism cannot guarantee the reliability requirement, NW can configure PTP leg with RLC AM mode. If PTM leg only support UM mode, PDCP status report only transmit via PTP leg.
Proposal 9: PDCP status report triggered for PTP PTM switch is transmitted via PTP leg.
Then, we will discuss how NW perform (re)transmission case by case.
Case 1: PTM-->PTP
For a given UE, NW can perform UE specific (re)transmission based on the PDCP SR of this UE. There is no difference with legacy behavior.
Case 2: PTP -->PTM
Under this case, multiple UEs may need to switch from PTP to PTM. From the point of NW, multiple PDCP SR may be received. For a given UE, NW can perform (re)transmission via PTP or PTM. 
If data (re)transmission via PTP is used, NW can perform UE specific re-transmission, which is no additional enhancement with respect to the current spec.
If data (re)transmission via PTM is used, NW cannot perform UE specific (re)transmission as different UE has different receiving status. One possible solution is that NW preform re-transmission from the first packet which is not received among UEs which transmitted PDCP SR. In fact, for NR MBS which does not need to guarantee lossless, NW can perform (re)transmission from any missing packet as long as the reliability requirement at any UE side (which transmitted PDCP SR) can be satisfied. Thus, how to perform (re)transmission during PTP PTM switch can be left to NW implementation.
Proposal 10: PDCP (re)transmission during PTP PTM switch can be left to gNB implementation.
As PDCP duplication detection/discard has been supported, there is no additional enhancement for MBS reception.
Proposal 11: Duplication handling during PTP PTM switch has no spec impact.
Conclusions
Based on the analysis given above, we have the following proposals:
Observation 1: An MBS service can be provided to the gNB via a shared tunnel or a unicast tunnel (i.e. per UE).
Observation 2: It is feasible that the gNB can decide to use PTP or PTM when an MBS service is provided to the gNB via a shared tunnel or potentially a unicast tunnel.
Proposal 1: For MBS delivery in RAN, Case 1 and Case 2 should be studied with high priority and Case 3 has low priority:
· Case 1: CN-RAN multicast and RAN unicast (e.g. PTP)
· Case 2: CN-RAN multicast and RAN multicast (e.g. PTM)
· Case 3: CN-RAN unicast and RAN multicast (e.g. PTM)
Proposal 2: For dynamic PTP PTM switch, Case 1 should be studied with high priority to study and Case 2 has low priority:
· Case 1: switching between CN multicast+RAN unicast and CN multicast+RAN multicast
· Case 2: switching between CN unicast+RAN unicast/multicast and CN multicast+RAN multicast/unicast (i.e. whether the RAN can trigger the switching of the CN transmission mode.)
Proposal 3: All the following bearer types are supported for the MBS reception.
· Type 1: PTM only (i.e. only via MBS RNTI)
· Type 2: PTP only (i.e. only via C-RNTI)
· Type 3: PDCP split MRB (i.e. one leg is PTP and one leg is PTM) 
Proposal 4: Lossless switching and in-order delivery is supported for PTP PTM switch case.
Proposal 5: PDCP is the anchor of handling reliability, in-order delivery/duplicate detection/discarding.
Proposal 6: PDCP status report is supported for PTM/PTP switch case.
Proposal 7: PDCP status report is supported for UM bearer carrying MBS data.
[bookmark: _Toc502437832]Proposal 8: RAN2 to discuss whether explicit indication for triggering PDCP SR is required. 
Proposal 9: PDCP status report triggered for PTM PTP switch is transmitted via PTP leg.
Proposal 10: PDCP (re)transmission during PTP PTM switch can be left to gNB implementation.
Proposal 11: Duplication handling during PTP PTM switch has no spec impact.
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