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Introduction
The paper continues discussion regarding SN initiated change of SN. During R2#112e, we remarked that we can accept the RAN2 agreement that MN builds the final message, provided that the RAN3 inter-node procedures only include a single candidate (as in R16). Although the aspect is mostly for RAN3 to conclude, we continue the discussion as there are RAN2 relevant aspects and to clarify we primarily want to rule out an option violating the general MRDC framework regarding comprehension. We furthermore discuss some remaing aspects related to how to reflect the agreements in stage 3

Altogether we propose the following:
· For all CPAC cases, including intra SN CPC, to support use of the same signalling principles/ framework with MN generating the condRRCReconfig message
· To primarily consider simultaneous configuration for CHO and (MN and SN initiated) CPC
· To maintain the restriction not to signal conditional configuration upon change of PCell/ change of PSCell
· To confirm the stage 3 changes to reflect the R2 agreements
· Introduce a new field to transfer the S-SN generated condition embedded within octet string container, both in RRCReconfiguration and in relevant Xn messages
· Discuss and conclude whether to support T-SN generated radioBearerConfig and if so, whether to use xx-SecondaryCellGroup or radioBearerConfigN
· To confirm that Xn options for supporting multiple candidates do not affect RRC internode messages
Discussion
Status following R2-112e/ R3-111e
RAN2 reached the following agreements (red marked proposals also considered agreed)

In MN initiated inter-SN CPC and CPA, the MN is not required to indicate the execution condition(s) to other involved entities (e.g. target SN, source SN).
For CPA and MN initiated Inter-SN CPC, the MN generates and transmits the conditional configuration message (i.e. RRCReconfiguration/RRCConnectionReconfiguration message) to the UE.  The RRCReconfiguration provided by the candidate PSCell(s) is encapsulated in the final conditional reconfiguration message to the UE. The MN is not allowed to alter the RRCReconfiguration provided by the candidate PSCell(s).


Proposal 1: Option 1 should be used for the generation of conditional reconfiguration for SN initiated inter-SN conditional PSCell change. 
Option 1:	The MN generates CPC. The source SN sets the execution condition and communicates it to the MN. The MN generates the conditional reconfiguration message including the execution condition(s) provided by the source SN and RRCReconfiguration provided by the candidate PSCell(s). 
Proposal 2: Send LS to RAN3 informing 
-	RAN2 agreements
-	RAN2 findings on the limitation of providing addition/modification of multiple CPC candidate cells in inter-node RAN3 message (i.e. XnAP fields, not in RRC INM)

· From RAN2 perspective, the above limitation could be reasonable (at least for R17) but this is up to RAN3 to decide.



RAN3 furthermore reached the following agreements

General
· Target SN to make the decision on the prepared PSCell or PSCells (if decided to be allowed).
· WA: target SN to provide the prepared PSCell id (or PSCell ids, if decided to be allowed) to the MN for CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC
User plane handling
· WA: Support Early Data Forwarding in CPAC.
· WA: in case of MN initiated inter-SN CPC, to support early data forwarding, the MN needs to inform source SN about CPC triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.
· Support Late Data Forwarding in CPAC. 
· WA: in case of both MN and SN initiated inter-SN CPC, to support late data forwarding, it is needed to inform the source SN about the successful CPC execution and UE accesses to the target SN, details FFS. RAN3 waits for RAN2 progress before discussing further details.
Stage 2 level issues
SN initiated change of SN, handling of multiple candidates (RAN2, RAN3) 
In R2#112e there was some discussion about support of multiple candidates by XnAP messages. We suggested the RAN2 agreement that MN generates the conditional reconfiguration message may need to be revisit when RAN3 agrees to support multiple candidates per XnAP message. We understand the issue of how to support multiple candidates was discussed in RAN3 but so far not concluded, see summary below.

	In order to support multiple candidate PSCell preparation in CPAC, there are two alternatives:
Option 1: prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells
Option 2: prepare multiple PSCells in one CPAC procedure
Moderator’s summary: two companies prefer option 1, 8 companies prefer or slightly prefer option2, and one do not have strong view.
Proposal to Chairman notes: 
Further discussion on how to support multiple candidate PSCell preparation in CPAC:
-          Option 1: prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells
-          Option 2: prepare multiple PSCells in one CPAC procedure



To facilitate the discussion, we provide an overview of the message sequence taking into account the RAN2 agreement regarding MN generation.



Fig. x: Inter-node signalling for SN initiated SN change (inter-SN CPC)
Some remarks regarding the existing signalling, as used for non-conditional change of SN:
1. SN change required includes no XnAP (per) candidate PSCell specific fields. There are mainly fields indicating the identity of the involved nodes
· The message includes a container for the RRC inter-node message (INM), that carries a (single) CG-ConfigInfo message
· The RRC INM includes a list of cells that S-SN considers to be suitable PSCell candidates with for each ARFCN of the RS (SSB and/ or CSI-RS) and measurement results (both cell and beam, SSB and/ or CSI-RS based). The RRC INM can carry separate lists based on MN and SN configured measurement, but in this case it would merely contain the list based on SN configured measurements
2. W.r.t. PSCell candidates, the contents SN addition request is same as for SN change required. I.e. multiple candidate cells are merely visible within the (single) CG-ConfigInfo RRC INM, embedded within a container
3. The SN addition request includes a CG-Config RRC (INM), embedded within a container, that SN may use to configure one or more SCG cells
4. The SN change conform does not include any RRC INM
Some further considerations are provided in the following
Key aspects T-SN decision to admit/ refuse candidate
On a given frequency, the UE should be configured with the best cell. I.e. decision should primarily be based on RRM. I.e. on a given frequency, T-SN would configure the best cells as CPAC candidates. T-SN may employ some limit regarding the max number of candidates it configures on a frequenc. The nodes initiating CPAC (MN or S-SN) could take this into account e.g. by using OAM coordination.
When evaluating candidates on different frequencies, T-SN can consider load. When initiating node suggests suitable candidates on 3 different frequencies, T-SN may decide to refuse candidates on the most loaded frequency (even if T-SN may have accepted these canidates if these where the only available candidates)
Observation 1	Whether T-SN accepts a candidate PSCell may depend on availability of suitable candidates on other frequencies. I.e. there is some benefit when multiple (all suitable) candidates can be indicates in a single XnAP message
Supporting multiple candidates per message
We think there are two different ways to support multiple candidates per XnAP message
· Option 2a: Multiple candidates are not visible to XnAP i.e. hidden within RRC inter-node signalling
· Option 2b: Multiple candidates are visible to XnAP i.e. within XnAP the RRC inter-node information is transferred per candidate (container per candidate)
When candidates are initially configured for CPAC, the T-SN may refuse some of the candidates suggested by the initating node (see previous). As the MN build the final message towards the UE, it needs to be aware which candidates are admitted/ refused. I.e. MN needs to build a message including for each candidate the following set of parameters:
a) Execution conditions set by initiating node (MN or S-SN)
b) RRC reconfiguration message including MN generated parameters e.g. sk-counter, reconfiguration of MCG for capability coordination, reconfiguration of radioBearerConfig (e.g. when target does not admit certain DRBs)
c) RRC reconfiguration message including T-SN generated parameters (a.o. SCG, measConfig, otherConfig)

For the case of EN-DC, the following ASN.1 illustrates the signalling that MN generates, assuming the trigger condition remains at the current location within the information structure but now within an octet string container as it would use NR encoding. For each candidate that is admitted, MN thus needs to build a Reconfiguration message that includes separate octet strings for SCG configuration (T-SN generated) and trigger condition (S-SN generated).
ConditionalReconfiguration-r16 ::= SEQUENCE {
	condReconfigurationToAddModList-r16	CondReconfigurationToAddModList-r16		OPTIONAL, -- Need ON
	condReconfigurationToRemoveList-r16	CondReconfigurationToRemoveList-r16		OPTIONAL, -- Need ON
	attemptCondReconf-r16				ENUMERATED {true}						OPTIONAL, -- Need ON
	...
}

CondReconfigurationToAddModList-r16 ::= SEQUENCE (SIZE (1.. maxCondConfig-r16)) OF CondReconfigurationAddMod-r16

CondReconfigurationAddMod-r16 ::= SEQUENCE {
	condReconfigurationId-r16			CondReconfigurationId-r16,
	triggerCondition-r16				SEQUENCE (SIZE (1..2)) OF MeasId
													OPTIONAL,  -- Cond CondReconfigurationAdd
	condReconfigurationToApply-r16	OCTET STRING (CONTAINING RRCConnectionReconfiguration)
													OPTIONAL,-- Cond CondReconfigurationAdd
	...,
	[[	triggerCondition2-r17				OCTET STRING                        OPTIONAL
	]]
}

RRCConnectionReconfiguration-v1510-IEs ::= SEQUENCE {
	nr-Config-r15					CHOICE {
		release							NULL,
		setup							SEQUENCE {
			endc-ReleaseAndAdd-r15	BOOLEAN,
			nr-SecondaryCellGroupConfig-r15	OCTET STRING				OPTIONAL,	-- Need ON
			p-MaxEUTRA-r15					P-Max						OPTIONAL	-- Need ON
		}
	}																	OPTIONAL,	-- Need ON
	sk-Counter-r15					INTEGER (0.. 65535)					OPTIONAL,	-- Need ON
	nr-RadioBearerConfig1-r15		OCTET STRING						OPTIONAL,	-- Need ON
	nr-RadioBearerConfig2-r15		OCTET STRING						OPTIONAL,	-- Need ON
	tdm-PatternConfig-r15			TDM-PatternConfig-r15			OPTIONAL,	-- Cond FDD-PCell
	nonCriticalExtension			RRCConnectionReconfiguration-v1530-IEs		OPTIONAL
}

In option 2a the information regarding which candidates are admitted/ refused is not visible at XnAP level, but only hidden within an RRC container generated by T-SN. This means that, to build the final message for the UE, the MN needs to decode/ comprehend both the T-SN generated RRC container and the S-SN generated container. The following table describes the two variants of option 2 in a bit more detail.
	Message
	Option 2a
	Option 2b

	SN change required
	Existing (single) CG-ConfigInfo RRC INM used for multiple candidates
A field may be added to CG-ConfigInfo, indicating for each PSCell candidate (embedded in octet string) 
	An XnAP field is added, including for each (additional) PSCell candidate suggested by initiating node:
· Identity of PSCell candidate
· Trigger condition, embedded in octet string (RRC encoed inter node info)
Measurement information may be provided by existing CG-ConfigInfo RRC INM i.e can also cover SCG SCells

	SN addition request
	Includes single CG-Config, but additional field containing trigger conditions would be removed by MN
	An XnAP field is added, including for each (additional) PSCell candidate suggested by initiating node:
· Identity of PSCell candidate
Measurement info: see SN change required

	SN addition request ack
	Existing (single) CG-Config RRC INM used for multiple candidates
Fields may be added to CG-Config, to carry T-SN generated Reconfiguration of each (additional) PSCell candicate that is admitted candidates
	An XnAP field is added, including for each (additional) PSCell candidate that is admitted:
· Identity of PSCell candidate
· T-SN generated Reconfiguration


	SN change confirm
	An RRC INM may be included and newly defined indicating the PSCell candidates that are admitted or refused
	XnAP field may be added indicating the PSCell candidates that are admitted or refused


Tab. 1: Overview of option 2a and 2b

We think that the decoding of S-SN and T-SN generated/ encoded RRC INM, as required in option 2a, clearly violates the general principles regarding IRAT comprehension in MRDC.
Observation 2	Only option 2b meets the general MRDC signalling principles avoiding comprehension of IRAT RRC signalling carried within XnAP containers.
Altogether we think that 2a is not really a viable option to be considered i.e. the choice is really between option 1 and 2b. We furthermore think option 2b involves a considerable change to existing XnAP procedures i.e. it introduces visibility of CPAC candidates at XnAP level. I.e. the option means XnAP procedures for CPAC become similar to what we have for CHO preparation.
Observation 3	The introduction of visibility of CPAC candidaes at XnAP level as introduced in option 2b concerns a fundamental change of XnAP and makes the CPAC procedures similar to CHP preparation
We note that in option 1 it may still be possible for T-SN to consider availability of other CPAC candidates when admitting/ refusing a CPAC candidate. I.e. T-SN may wait for some time and decide based on the multiple XnAP  messages that it may receive from the S-SN during this period. We can acknowledge that such handling is simpler in option 2, but it comes at the cost of larger signalling changes.


Altogether we propose:
Proposal 1: RAN2 and RAN3 are requested to discuss and conclude whether to adopt option 1 or option 2b
· Option 1: Support single CPAC candidate per XnAP message
· Option 2b: Support multiple CPAC candidates per XnAP message, with each CPAC candidate visible to XnAP i.e.
· For each suggested candidate a separate RRC container carrying the S-SN generated trigger condition and
· For each admitted candidate a separate RRC container carrying the T-SN generated RRC configuration
Re-use CPAC framework agreed for SN initiated change of SN in other cases (RAN2)
MN initiated cases (SN addition, SN change)
We think that the discussion and conclusions reached for SN initiated inter-SN CPC equally apply for CPA and MN initiated inter-SN CPC, except for signalling of execution condition (now generated by MN). Hence we propose:

Proposal 2:	For all R17 cases i.e. both CPA and CPC, we apply the same conclusion regarding:
· Support for adding/ modifying multiple candidates in RAN3 inter-node messages
· How (T-SN) can have say in execution condition e.g. OAM
· The configuration to apply for a candidate at CPC execution is an MN generated reconfiguration message and can include MCG reconfigurations
Use MN generated reconfiguration message for intra-SN CPC
It seems possible to use the signalling framework agreed for SN initiated change of SN also for the R16 CPC case. It enables MN to include MCG reconfigurations to be performed upon CPC. E.g:
· If SN is reducing its share of the UE capabilities, the MN could utilise this immediately
· If CPC involves reduction of data rate for DRB, MN may add/ modify MCG RLC bearer
· If CPC implies that certain CHO candidates are not valid anymore, MN could release these (if supported)
Although we have so far not identified a strong need, there may be no need to restrict network implementation either. I.e. it seems fine to leave re-use of the R17 signalling framework up to network implementation

Proposal 3:	Leave it up to network implementation to apply the R17 signalling framework for R16 CPC (SN initiated intra SN CPC)

Other aspects (RAN2)
Simultaneous condReconfig cases to support

CHO and CPA
We think triggers for CHO and CPA are typically independent events i.e. collissions are unlikely to happen simultaneously (unless triggered by connectivity limitations). In case of collissions, UE completes handling of the first trigger before handling the second. If the triggers for CHO and CPA happen at the same time, we may just need to specify UE prioritises CHO. To judge whether further changes are needed, it seems good to review if there are differences at execution time compared to non-conditional equivalents:
a) In case of CHO, S-MN gets indication when UE accesses T-MN i.e. same as for non-conditional case
b) MN receives Complete message from UE when it initiates CPA execution i.e. no difference compare to non-conditional
In summary: so far we have not identified any significant issue or additional complexity that simultaneous configuration of CHO and CPA would involve.

CHO and CPC (MN or SN initiated)
We think the situation seems same largely the same as for CHO and CPA, although collissions seem more likely to happen. I.e. PCell and PSCell may change simultanesouly/ at same location (colliding coverage borders). However, if network ensures CPC is not triggered prior to CHP, while CHO is prioritised in case both are triggered simultanously, there seems no real issue remaining.
Regarding difference compared to non-conditional CPC:
a) MN receives Complete message from UE when it initiates CPC execution i.e. no difference compare to non-conditional with MN involvement
In summary: so far we have not identified any significant issue or additional complexity that simultaneous configuration of CHO and CPC would involve.

MN and SN initiated CPC
We think the situation seems same largely the same as for CHO and CPA, with collissions unlikely to happen as MN initiated CPC employs different triggers as its merely for load balancing. Also for this case, we have not identified any real showstoppers.

As we think conditional reconfiguration is most important for improving mobility robustness, we think other simultaneous configuration cases are of secondary importance:
· CHO and CPA: CPA is merely for early configuration of SCG
· MN and SN initiated CPC: MN initiated CPC/ SN change is merely for load balancing

Proposal 4:	Consider simultaneous configuration primarily for CHO and (MN and SN initiated) CPC
 (Cases of secondary importance concern: a) MN and SN initiated CPC and b) CHO and CPA)

Conditional configuration upon change of PCell/ change of PSCell
Currently it is not possible to include conditional configurations at mobility. PCell/ PSCell change is time critical and hence we should avoid delays associated with adding/ modifying conditional reconfiguration candidates controlled by another RAN node. We could possibly consider adding candidates not involving additional inter-node interactions
· PCell change: Adding CHO candidates controlled by target MN, modifying CHO candidates at intra MN PCell change
· PSCell change: Adding CPC candidates controlled by target SN, modifying CPC candidates at intra SN PSCell change
We however see no real need to enhance and hence propose

Proposal 5:	Do not introduce conditional configuration upon change of PCell/ change of PSCell

Further signalling aspects, stage 3 radio interface
Changes to reflect previous RAN2 agreements
The further signalling details regarding the previous R2 agreements regarding use of an MN generated message for SN initiated change of SN are illustrated by the following table.

	Level
	Description
	Remarks

	0
	RRC(Connection)Reconfiguration message generated by MN including field
>       conditionalReconfiguration
o   condReconfigId,
o   condExecutionCond
o   condExecutionConfig2
o   condRRCReconfig
	Outer RRC(Connection)Reconfiguration message generated by MN includes separate octet string containers for, see 1a and 1b below:
1a)     condRRCReconfig
1b)     condExecutionConfig2 (new)
Message may include xx-SecondaryCellGroup e.g. as SN configured measurements required for CPAC

	1a
	RRC(Connection)Reconfiguration message generated by MN,  including field(s):
>      xx-SecondaryCellGroup, sk-Counter, pMaxEUTRA, radioBearerConfig1 (e.g. RB termination change), radioBearerConfig2 and other MCG configuration (e.g. capability coordination)
	Includes MN generated fields as well as T-SN generated configurations i.e. xx-SecondaryCellGroup and possibly radioBearerConfig (e.g. for addition or modification of SN terminated DRBs). FFS whether radioBearerConfig generated by T-SN is either carried within xx-SecondaryCellGroup (i.e. within level  option 2a below) or radioBearerConfigN (i.e. within 2b)

	1b
	NR RRC IE specifying executing condition generated by S-SN
	Specified by one or more measIds, defined within S-SN measurement config.

	2a
	RRCReconfiguration message generated by (T-SN,  at least including field(s): secondaryCellGroup, otherConfig and measConfig. Might also include radioBearerConfig
	

	2b
	RadioBearerConfig generated by (T-)SN
	Applicable if radioBearerConfig is not in 2a



Some signalling details may still require confirmation, most of which seem straightforward. To facilitate transparent forwarding of the S-SN generated condition across Xn, it seems desirable to introduce a new field in the Xn messages, carrying an RRC IE. We furthermore thing it should be possible for T-SN to generate radioBearerConfig and have no strong view whether how to signal this to the UE, assuming both options are supported by existing signalling (i.e. would merely be reflected by statement in field descriptions). Altogether we propose:
Proposal 6:	For SN initiated condReconfig cases in which MN generates condRRCReconfig message: 
· Introduce a new field for S-SN generated condition carrying sequence of 2 measIds, embedded within octet string container
· Across Xn, transfer the condition by carrying an RRC IE embedded within a new Xn field
· Discuss and conclude whether message can include T-SN generated radioBearerConfig and if so, whether to use xx-SecondaryCellGroup or radioBearerConfigN
Overview of further stage 3 changes related to signalling options

	Message
	Option 1
	Option 2b

	SN change required
	Multiple Xn messages i.e. one per candidate. Each Xn message includes existing (single) CG-ConfigInfo RRC INM and new field for SN generated condition carrying RRC IE, embedded in octet string
	An XnAP field is added, including for each (additional) PSCell candidate suggested by initiating node:
· Identity of PSCell candidate
· Trigger condition, embedded in octet string (RRC encoded inter node info)
Measurement information may be provided by existing CG-ConfigInfo RRC INM i.e can also cover SCG SCells (common for all candidates)

	SN addition request
	Multiple Xn messages i.e. one per candidate. Each includes single CG-ConfigInfo RRC INM i.e. no changes
	An XnAP field is added, including for each (additional) PSCell candidate suggested by initiating node:
· Identity of PSCell candidate
Measurement info: see SN change required

	SN addition request ack
	Multiple Xn messages i.e. one per candidate each including single CG-Config RRC INM i.e. no changes
	An XnAP field is added, including for each (additional) PSCell candidate that is admitted:
· Identity of PSCell candidate
· T-SN generated Reconfiguration


	SN change confirm
	An RRC INM may be included and newly defined indicating the PSCell candidates that are admitted or refused
	XnAP field may be added indicating the PSCell candidates that are admitted or refused



Some further remarks:
· The signalling towards UE may be same regardless of which option is used beween the nodes i.e. MN may collate information carried by multiple Xn messages
· The choice between option 1 and 2 is also not assumed to affect the RRC INM.
Note	Minor thing that measurement information might not be signalled/ repeated for each additional candidate. E.g. a network implementation option could be to only include it in the CG-ConfigInfo of the 1st candidate (may be reflected by a note in standards). Note that his applies regardless whether option 1 or option 2 is used

Conclusion & recommendation
This document discusses the R17 conditional reconfiguration cases, focussing on the main remaining stage 2 aspects and how to reflect previous agreements in stage 3. First of all the document includes the following observations:
Observation 1	Whether T-SN accepts a candidate PSCell may depend on availability of suitable candidates on other frequencies. I.e. there is some benefit when multiple (all suitable) candidates can be indicates in a single XnAP message
Observation 2	Only option 2b meets the general MRDC signalling principles avoiding comprehension of IRAT RRC signalling carried within XnAP containers.
Observation 3	The introduction of visibility of CPAC candidaes at XnAP level as introduced in option 2b concerns a fundamental change of XnAP and makes the CPAC procedures similar to CHP preparation
The document includes the following proposals that RAN2 is requested to discuss and conclude:
Proposal 1: RAN2 and RAN3 are requested to discuss and conclude whether to adopt option 1 or option 2b
· Option 1: Support single CPAC candidate per XnAP message
· Option 2b: Support multiple CPAC candidates per XnAP message, with each CPAC candidate visible to XnAP i.e.
· For each suggested candidate a separate RRC container carrying the S-SN generated trigger condition and
· For each admitted candidate a separate RRC container carrying the T-SN generated RRC configuration
Proposal 2:	For all R17 cases i.e. both CPA and CPC, we apply the same conclusion regarding:
· Support for adding/ modifying multiple candidates in RAN3 inter-node messages
· How (T-SN) can have say in execution condition e.g. OAM
· The configuration to apply for a candidate at CPC execution is an MN generated reconfiguration message and can include MCG reconfigurations
Proposal 3:	Leave it up to network implementation to apply the R17 signalling framework for R16 CPC (SN initiated intra SN CPC)

Proposal 4:	Consider simultaneous configuration primarily for CHO and (MN and SN initiated) CPC
 (Cases of secondary importance concern: a) MN and SN initiated CPC and b) CHO and CPA)
Proposal 5:	Do not introduce conditional configuration upon change of PCell/ change of PSCell

Proposal 6:	For SN initiated condReconfig cases in which MN generates condRRCReconfig message: 
· Introduce a new field for S-SN generated condition carrying sequence of 2 measIds, embedded within octet string container
· Across Xn, transfer the condition by carrying an RRC IE embedded within a new Xn field
· Discuss and conclude whether message can include T-SN generated radioBearerConfig and if so, whether to use xx-SecondaryCellGroup or radioBearerConfigN
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