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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
In IIOT WID [1], one objective is “RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3]”. We analyzed in [2] that the impact of burst spread depends on SA2 final decision on the solutions of Deterministic QoS and the only potential impact is to enhance L2 measurement according to Solution #13 [3]. So we would like to wait for SA2 progress on burst spread. This contribution focuses on survival time based on RAN2 progress in last meeting.
Agreements 
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]=> Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2
Discussion
Impact of Survival Time on RAN
Survival Time is used to estimate the availability of a logical communication link. As shown in Figure 1 quoted from TS22.104, once the application on the target device senses the absence (or unsuccessful reception) of expected messages, it will wait for a pre-set period that is Survival Time before it considers the communication service to be unavailable.
If the survival time has been exceeded, both the communication service and the application transition into a down state. The application will usually take corresponding actions for handling such situations of unavailable communication services. For instance, it will commence an emergency shutdown which is a pre-defined state, e.g. a safe state [4].


[bookmark: _Ref61356065]Figure 1: Relation between logical communication link, communication service and application
As stated in 22.104, “Note that the communication service reliability requirement has no direct relationship with the communication service availability requirement.” For example, referring to Table 5.1-1 of TS22.104, when the reliability requirement is 99.99 %, the Communication service availability requirement can be 99.999 999 %. It means high availability is required even with relatively low reliability requirement of single packet. Therefore when a service flow enters survival time, the communication system should take effort to exit survival time before survival time expiry. From RAN perspective, the transmitter should improve the link reliability of the service flow so as to avoid another packet loss. On the other hand, when survival time is expired, the service is considered unavailable. The related actions should be taken at CN/application level and we expect no impact on RAN2.
Observation 1: When a service flow enters survival time, RAN action should be to improve the link reliability.
Observation 2: When survival time has expired, the service is considered unavailable by CN/application layer. It has not impact on RAN2.
According to the observations, RAN2 should focus on how to detect the start of survival time and how to improve the link reliability when necessary.
Proposal 1: RAN2 should focus on: 1) detecting when a service flow enters survival time; 2) how to increase the link reliability from this trigger; and 3) assess the conditions for returning to normal operation.
Which flows should RAN2 focus on? 
In downlink, the transmitter is on the gNB side which can detect a transmission error as soon as receiving the HARQ feedback. Then, upon packet loss detection, gNB has full freedom and flexibility to schedule and transmit the next packet of the service flow with improved reliability. This has no specification impact.
Proposal 2: Handling of survival time of DL flows can all be left to gNB implementation and requires no RAN2 work.
Now considering the uplink, we first observe that survival time only applies to periodic flows. Indeed, RAN2 decided that survival time is expressed in unit of time, in which case, as correctly pointed out in [5], such unit is the “burst periodicity” in the TR of the SA2 study [3], see below:
	[bookmark: _Toc50536662][bookmark: _Toc50575415]8.4	Key Issue #5: Use of Survival Time for Deterministic Applications in 5GS
· Survival Time is specified by the AF in units of "time" with respect to burst periodicity or as the maximum number of consecutive message transmission failures (i.e. whose loss can be tolerated). It is conveyed together with TSCAI Periodicity parameter (the time between periodic TSC bursts) and burst size (e.g. MDBV).


In other words, the survival time metric in TSCAI does not apply for aperiodic traffic. 
Observation 3: The survival time metric in TSCAI only applies to periodic traffic.
Referring to the service requirements in TS 22.104 [4], periodic deterministic traffic is characterized by the following key parameters: the traffic periodicity – referred to as transfer interval –, the end-to-end latency and the survival time. We provide below an extract of Table 5.2-1 from [4].
Table 5.2-1: Periodic deterministic communication service performance requirements (extract)
	Characteristic parameter
	Influence quantity

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	Service area
(note 3) 


	99.999 % to 99.999 99 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	50 m x 10 m x 10 m

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	50 m x 10 m x 10 m

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	50 m x 10 m x 10 m

	99.999 9 %
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	30 km x 20 km

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	100 m x 30 m x 10 m


As can be observed, for the most stringent flows (yellow-highlighted), the survival time is set equal to the cycle time, which means that it spans only one additional message transmission, and the e2e latency is expected to be smaller than the cycle time, as illustrated in Figure 2.
Observation 4: For the most stringent IIoT use cases, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
Moreover, for such usecases, the operation is limited to a relatively small service area (Table 5.2-1), so the CN delay can be assumed negligible so that, for the sake of this analysis, the e2e latency can be simply mapped to the Uu latency. Therefore, for such flows, the observation #1 can be refined as follows (see Figure 2):
Observation 5: For the most stringent usecases of TS 22.104, survival time means that upon one transmission failure, RAN must make sure the next transmission goes through within the Uu latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 3: In order to address the most stringent usecases of TS 22.104, survival time should be triggered when an uplink transmission failure is detected.


[bookmark: _Ref975571]Figure 2: Addressing survival time by increasing the reliability of following message 
As further shown in Figure 2, RAN can only react during a reaction time such as:
end-to-end latency + reaction time ≤ cycle time
And clearly, for non-stringent usecases of Table 5.2-1 where the reaction time is large enough for the gNB to reconfigure the uplink transmission, then, similar to the DL flows, handling of survival time can be fully left to gNB implementation.
Proposal 4: RAN2 should focus on UL flows for which gNB reaction time is not sufficient to increase the link reliability before survival time expiry.
Therefore it is interesting to check if gNB always have sufficient reaction time to reconfigure the uplink channel to make it more reliable. 
Considering reaction times < 2ms as for the first-rows usecases of Table 5.2-1, an RRC reconfiguration is overkill, and only uplink reconfiguration via MAC CE (e.g. duplication activation) or PDCCH (e.g. CG type-2 reconfiguration and/or retransmission) can be assessed, if left under gNB explicit control.
It is fair to assume that such traffic types with such short and deterministic periodic transmissions are addressed by configured grants. We therefore analyze below the latencies associated with two reconfiguration options:
· Option 1: PDCCH-based, which includes gNB-scheduled dynamic retransmission of the failed CG and CG type-2 reconfiguration
· Option 2: MAC CE based reconfiguration (e.g. duplication activation)
The associated latencies are captured in Table 1. Computation details are provided in the Annex, however, regarding these processing timelines assumptions, it can be noted that:
1. These are the shortest possible R16 RAN1 latencies assumptions assuming extreme configurations (PDCCH and PUSCH configured every 2 symbols, etc) and PDSCH/PUSCH processing capability #2 (the faster one) which is only supported for 15/30/60kHz numerologies.
2. For option 1, if gNB reacts by both scheduling a retransmission grant and reconfiguring the CG, the two commands will necessarily be serialized since they are addressed to CS-RNTI with NDI = 1 and 0 respectively. Hence the reaction time for the delayed one will be impacted, which is not taken into account here.
[bookmark: _Ref61441563]Table 1: Minimum e2e latency + reaction time per numerology for each option
	µ
	δf [kHz]
	Option 1 (PDCCH)
	Option 2 (MAC CE)

	
	
	symbols
	µs
	symbols
	µs

	0
	15
	11.50
	821.43
	20.00
	1428.57

	1
	30
	14.25
	508.93
	24.00
	857.14

	2
	60
	23.50
	419.64
	35.00
	625.00


As can be observed, for the most stringent usecase of Table 5.2-1 (with cycle time of 500 µs) the gNB can only react to survival time within the time budget to the next transmission with a PDCCH command and only with 60 kHz numerology. And even there, the budget is extremely tight (~420µs to 500µs). And a MAC CE based reconfiguration is ruled out for all numerologies.
Observation 6: If left to gNB implementation, only PDCCH based indication for recovering a transmission failure (dynamic retransmission or CG type-2 reconfiguration) can meet the SA1 requirements on survival time, and this, assuming an extreme configuration and only for 60 kHz numerology.
We believe this is quite restrictive so we propose studying faster and more flexible reactions via UE autonomous uplink reliability improvements in support of survival time requirements.
[bookmark: OLE_LINK22][bookmark: OLE_LINK23]Proposal 5: UE autonomous uplink reliability improvement is supported to meet survival time requirements.
Potential solutions
[bookmark: OLE_LINK13][bookmark: OLE_LINK12]This section discusses some possible solutions for UE autonomous uplink reliability improvement. UE autonomous reliability improvement should be configured by gNB. Aligned with proposal #3, it can be triggered by receiving a NACK. Below solutions can be considered based on previous discussions.
Solution 1: autonomous UL PDCP duplication
Autonomous UL PDCP duplication activation/deactivation has been discussed in Rel-16 and deprioritized after survival time was removed from the SA1 requirements. However, it is a usable way to cope with possible expiry of survival time. If UE can activate UL PDCP duplication autonomously according to the criterion configured by gNB, the latency and reliability requirements of subsequent packets can be guaranteed.
Solution 2: LCP enhancement
LCP configuration includes a set of parameters. To transmit the subsequent packets with high reliability and low latency when transmission failure occurred, UE could increase the Priority level of the LCH and/or suspend some LCP restrictions. 
Solution 3: Intra-UE prioritization enhancement
This solution takes the survival time as an additional criterion in the intra-UE prioritization of uplink grants with overlapping PUSCHs. For example a MAC PDU carrying an LCH experiencing survival time cannot be deprioritized.
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]Proposal 6: RAN2 discuss below solutions for survival time and select suitable ones for further work.
· Solution 1: autonomous UL PDCP duplication
· Solution 2: autonomous LCP enhancement
· Solution 3: autonomous Intra-UE prioritization enhancement
Proposal 7: UE autonomous reliability improvement should be configured by gNB.
As shown in Figure 1, when next packet is transmitted successfully before survival time expiry, the application should switch into “UP” state. Reflecting to RAN side, one condition of returning to normal reliability operation for the UE is the next packet is transmitted successfully. Another condition that could be considered is the expiry of survival time.
Proposal 8: After UE improves reliability autonomously, it can return to normal operation when:
· The next packet is transmitted successfully; or
· Survival time is expired.
3. Conclusion
In this contribution, we discuss survival time and provide below observations and proposals.
[bookmark: OLE_LINK3]Observation 1: When a service flow enters survival time, RAN action should be to improve the link reliability.
Observation 2: When survival time has expired, the service is considered unavailable by CN/application layer. It has not impact on RAN2.
Proposal 1: RAN2 should focus on: 1) detecting when a service flow enters survival time; 2) how to increase the link reliability from this trigger; and 3) assess the conditions for returning to normal operation.
Proposal 2: Handling of survival time of DL flows can all be left to gNB implementation and requires no RAN2 work.
Observation 3: The survival time metric in TSCAI only applies to periodic traffic.
Observation 4: For the most stringent IIoT use cases, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
Observation 5: For the most stringent usecases of TS 22.104, survival time means that upon one transmission failure, RAN must make sure the next transmission goes through within the Uu latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 3: In order to address the most stringent usecases of TS 22.104, survival time should be triggered when an uplink transmission failure is detected.
Proposal 4: RAN2 should focus on UL flows for which gNB reaction time is not sufficient to increase the link reliability before survival time expiry.
[bookmark: _GoBack]Observation 6: If left to gNB implementation, only PDCCH based indication for recovering a transmission failure (dynamic retransmission or CG type-2 reconfiguration) can meet the SA1 requirements on survival time, and this, assuming an extreme configuration and only for 60 kHz numerology.
Proposal 5: UE autonomous uplink reliability improvement is supported to meet survival time requirements.
Proposal 6: RAN2 discuss below solutions for survival time and select suitable ones for further work.
· Solution 1: autonomous UL PDCP duplication
· Solution 2: autonomous LCP enhancement
· Solution 3: autonomous Intra-UE prioritization enhancement
Proposal 7: UE autonomous reliability improvement should be configured by gNB.
Proposal 8: After UE improves reliability autonomously, it can return to normal operation when:
· The next packet is transmitted successfully; or
· Survival time is expired.
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5. Annex
The latency breakdown for options 1 and 2 is illustrated in Figure 3.


Figure 3: Transmission latency + reaction time breakdown for option 1 (PDCCH-based) and option 2 (MAC CE based)
The latency components shown in Figure 3 are detailed below and taken from RAN1 Rel-16 SI (most aggressive) evaluations [6]-[8]:
1) PUSCH duration
· Minimum 2 symbols
2) PUSCH-to-PDCCH processing time
· N1+X where
· N1 is UE PDSCH processing time as below
Table 5.3-2: PDSCH processing time for PDSCH processing capability 2
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB

	0
	3

	1
	4.5

	2
	9 for frequency range 1


· X=1/2/4/8 symbols for SCS = 15/30/60/120KHz, respectively
3) PDCCH alignment delay
· 2 symbols: worst-case alignment delay with PDCCH monitoring in every 2 symbols.
4) PDCCH duration
· 1 symbol
5) PDCCH decoding +preparation of the PUSCH of the dynamic grant for retransmission or applying new CG type-2 configuration 
· N2/2, where N2 is UE PUSCH preparation time as below.
Table 6.4-2: PUSCH preparation time for PUSCH timing capability 2
	

	PUSCH preparation time N2 [symbols]

	0
	5

	1
	5.5

	2
	11 for frequency range 1



6) PDCCH/PDSCH duration 
· To minimize the latency, they are assumed scheduled in parallel so this is the max of both which is the min PDSCH duration = 2 symbols
7) PDCCH/PDSCH decoding + PUCCH preparation 
· N1 + 1
8) Alignment delay for A/N feedback
· 2 symbols: sub-slot based PUCCH transmission is supported in Rel-16 and the sub-slot length can be 2 or 7 symbols. So we can assume the worst-case alignment delay of 2 symbols with 2-symbol sub-slot configuration.
9) PUCCH duration
· Minimum 1 symbol
10) MAC CE activation time
· 3 ms in current MAC CE activation/deactivation [8]
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