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1 Introduction
In this contribution, we would like to give more detailed analysis on the upstream BH link RLF notification, and share our view on this issue.  Moreover, CP-UP separation discussion is also discussed.
2 Discussions
2.1 Uplink RLF notification

In previous discussion, we are mainly focusing on the DL RLF indication, i.e., after detecting RLF by IAB-MT, the IAB node will start recovery procedure so that the donor CU will reconfigure the routes to such node.   However, after the RLF, the upstream nodes are still transmitting packets towards the IAB node where IAB-DU detects the RLF. Those packets may be lost as well. Thus, it is beneficial to have discussion on how to relief the packet loss in the upstream direction. 
2.1.1 CP based method
In legacy F1AP, the IAB-DU can send Uplink RLF notification by including cause information of “RL Failure-RLC” and “RL Failure-others” in, e.g., UE CONTEXT RELEASE REQUEST message. After receiving it, the donor CU can either stop data transmission if the additional path cannot be found, or re-route the packets via another path. Thus, BH link RLF notification to donor CU is beneficial for the reduction of data loss. 
Proposal 1: the legacy RLF notification to donor CU can be reused to reduce the packet loss in the upstream. 

2.1.2  BAP based method (hop-by-hop)
Because of multiple hops, the packets served by the BH link with RLF may be transmitted via several upstream nodes from the donor CU. In this case, it is inevitable that the packets served by the problematic link are buffered in several nodes, rather than in donor CU only. Let’s take Fig.1 as an example. In Fig. 1 (a), two route paths towards IAB node 4, i.e., Path 1&2, are configured by donor CU. Given RLF occurs at the link between IAB node 3&4, as shown in Fig. 1 (b), the upstream RLF notification is sent from IAB node 3 to donor CU via F1AP, which is invisible to intermediate nodes (donor DU, IAB node 1&2). After receiving notification, the donor CU can reroute the packets to Path 2, which is the benefit achieved via upstream notification to donor CU. 
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Fig. 1 The implementation of upstream BH link RLF to Donor CU
However, before receiving upstream RLF notification, the IAB donor CU/donor DU/IAB node 1&2 continuously transmit packets towards IAB node 4 via Path1 (as indicated in Green arrow). So, before receiving the notification, all the packets sent towards IAB node 4 by donor CU, including those “on-the-fly” and those buffered in Donor DU/IAB node 1&2, may be:

· Lost: if IAB node 4 re-connects to another parent node rather than IAB node 3 after recovery or if the recovery is failed.
· Delayed: if IAB node 4 reconnects to IAB node 3 after recovery

Such data loss and delay is resulted from that the donor CU can only react to BH link RLF after receiving the notification. 

Observation 2: before receiving RLF notification by donor CU, the packets already sent out may be either lost or delayed due the BH link RLF. 
Such data loss or delay cannot be ignored. Because of the high speed of BH link, the volume of data buffered in Donor DU/IAB node 1&2 may be very large, which includes all the packets sent out by the donor CU before receiving the RLF notification. 
Observation 3: the volume of the data packets impacted by such RLF may be very large since it includes all the packets sent out by the donor CU before receiving the RLF notification.  

Thus, it is valuable to reduce the data loss and delay of the packets which are already sent out before IAB donor CU reacts to the RLF notification. To solve this issue, it is beneficial to notify BH link RLF to each involved upstream node so that those upstream nodes can stop/slow down data transmission if no additional path is found. 

The following-up question is how to notify such RLF to the upstream nodes. Three methods can be considered, as illustrated in Fig. 2 (the routing tables at IAB node 1&2&3 are given at the right-hand side):
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Fig. 2 Methods of upstream node RLF indication
· Alt. 1: RLF indication

This is the simplest method where the RLF indication is transmitted hop by hop among upstream nodes, as shown in Fig. 2 (a). However, the upstream nodes cannot know the RLF occurs at which BH link so it cannot decide how to stop/slow down/re-route the packet. What’s worse, the node receiving such notification may misunderstand that the IAB-DU part of the sending node encounters RLF. 
Observation 4-1: the RLF indication to upstream node cannot help the upstream node to react the BH link RLF, and may result in misunderstanding on where the RLF occurs. 
· Alt. 2: RLF indication + indication of unreachable nodes 

In the method, the sending node will tell its parent node which node(s) is unreachable via such sending node. For example, in Fig. 2 (b), after IAB node 3 detects the RLF at the link towards IAB node 4:

· IAB node 3 behavior: The routing table of IAB node 3 indicates that the IAB node 4 is unreachable since the RLF link is the only link to IAB node 4. So, IAB node 3 tells IAB node 2 that it cannot reach IAB node 4. 
· IAB node 2 behavior: The routing table contains one entry towards IAB node 4, and the next hop is IAB node 3. However, IAB node 3 tells that it can not reach the IAB node 4. Thus, IAB node 2 can deduce that it cannot reach the IAB node 4.  Thus, IAB node 2 stops/slows down data transmission towards IAB node 3, and IAB node 2 tells IAB node 1 that it cannot reach the IAB node 4. 
· IAB node 1 behavior: The routing table has two entries for IAB node 4, one entry has the next-hop as IAB node 2, and one entry has the next-hop as IAB node 5. IAB node 2 tells that it cannot reach IAB node 4, while IAB node 5 does not tell the unreachable node. Thus, IAB node 1 can locally decide to re-route the packets towards IAB node 4 via Path 2. So, IAB node 1 will not tell any unreachable node to donor DU. 
Based on the above example, the unreachable node information can help each upstream node deduce that whether the reported unreachable node is still unreachable for itself or not. If such node is still unreachable , such upstream node can stop/slow down the data transmission towards such node; if such node is reachable via an additional path, such upstream node can make local decision for re-routing, and delete such node from the unreachable node list.  
Observation 4-2: “RLF indication + indication of unreachable nodes” to upstream nodes can help each upstream node to react the BH link RLF.
According to the analysis for two methods above, Alt. 2 can help each upstream node react the BH link RLF before the IAB donor CU. Thus, we propose

Proposal 2: after detecting the BH link RLF, the IAB node can send “RLF indication + indication of unreachable nodes” hop-by-hop to help each upstream node react the BH link RLF, where the indication of unreachable node(s) identifies the IAB node(s) which is unreachable by the sending node. 
Furthermore, since each upstream node should derive the list of unreachable node(s) and may update such list based on its routing table, it is natural to include such information in the BAP header. 

Proposal 3:   “RLF indication + indication of unreachable nodes” can be included in the BAP header. 

2.1.3 Coexistence of BH link RLF notification to Donor CU and each upstream node

As discussed above, the BH link RLF notification to Donor CU is via F1AP, and “RLF indication + indication of unreachable nodes” is via BAP header. So, these two information can be conveyed in one BAP PDU, i.e., such BAP PDU contains the F1AP including the BH link RLF notification as the data; meanwhile, the BAP header of such BAP PDU can include “RLF indication + indication of unreachable nodes”. With such combination, each upstream nodes can react the BH link RLF before IAB donor CU reacts to it, and the data loss and delay will be reduced at the largest extent. 
Proposal 4: the F1AP including BH link RLF notification to Donor CU and “RLF indication + indication of unreachable nodes” can be combined into one BAP PDU for transmission. 
2.2 
CP-UP separation 
Recent RAN3 has made the agreement on CP-UP separation in IAB Rel-17 and sent us the LS (R3-207198).

They introduced two scenarios for this as below:

-
In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation, as shown in the following figure:


Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)


Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

And they request the following questions to RAN2:

1)
NR RRC for F1-C transfer path configuration 

2)
NR RRC message(s) to include F1-C traffic container. 

Since RAN2 also have discussed partly on this and got the conclusion of waiting for RAN3’s further progress, it is worth having a look at this issue now in RAN2 aspect.

In this contribution, we further discuss this issue.

2.2.1 Rel-16 ENDC case as a reference

In Rel16 IAB, ENDC has this feature where MN (EUTRA) is non-donor node and SN (NR) is donor node. F1-U via only SN while F1-C can be either via MN or SN. LTE RRC is used for MN transferring while BH RLC Channel is used for SN transferring. For supporting this, LTE RRC has f1c related field in UL/DLInformationTransfer msg which is using SRB1 or 2 according to the condition. We can refer this as the baseline for the new cases above.

Here we put the figures for the discussion on two scenarios above.
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2.2.2 SRB to be used for f1c traffic

In the signaling perspective, the assumption is that both F1-U and F1-C are transferred via donor node’s link. In addition, F1-C also needs to be transferred to the other link i.e., non-donor’s link. Scenario 1 and 2 has different SRB to be used for the additional F1-C. For scenario 1, the same ones can be used as ENDC case i.e., SRB1/2. 

Observation 1. CP-UP separation scenario 1 has the same architecture as ENDC where f1c traffic can be transferred via MN to donor SN. 

Proposal 5. In CP-UP separation scenario 1, SRB1 and SRB2 can be used for f1c traffic transferring.

However scenario 2 could have SRB3 or split SRB for IAB node to be reached to the donor master node. Each option can have its own pros and cons in the specification point of view.

i.
Option 1. Using SRB3

1.
Since SRB3 is not a mandatory SRB for UE, it is necessary to consider this for IAB scenario 2 case. Inter node signaling needs to be modified in order to ask SN configure SRB3 for the IAB node, and some related signaling modification is expected

ii.
Option 2. Using split SRB

1.
Since split SRB 1 or 2 is also not a mandatory SRB type for UE, it needs to be considered for IAB scenario 2 case. i.e., MN needs to configure IAB node to have split SRB when IAB node is configured as DC in scenario 2 case. 

2.
For UL case, using split SRB needs to be checked on the primary path. Normal PDCP entity has primary path as a configurable parameter, and UE sends UL packet to this primary path. So IAB node needs to be aligned to this configurations. Or there might need to specify the exception on UL transmission for IAB f1c traffic. 

Observation 2. Using SRB3 or split SRB for the transferring f1c traffic in scenario 2 has its own pros and cons. 

Proposal 6. RAN2 discuss on which SRB type is used for f1c traffic in scenario 2 based on the pros/cons assessment.

2.2.3 Message to be used 

Based on the used SRB type above, there could be possible NR RRC messages as candidate which are used for delivery of NAS data or data for other network node in DC situation. 

Opt1 . for consistency with ENDC case above, UL/DLInformationTransfer msg can be used for both scenario. 

Opt 2. For less change of existing UL/DLInformationTransfer msg, UL/DLInformationTransfer for sce 1, and UL/DLInformationTransferMRDC for sce 2.

Opt 3. For less change and consistency between two scenarios, UL/DLInformationTransferMRDC for both.

Since each candidate RRC messages has their own allowed SRB type in current RRC specification, it is better to keep their allowed SRB type for minimizing the specification effort. However for each scenario, the possible SRB usage will be different on this RRC message, and 

Proposal 7. RAN2 further discuss on which NR RRC message can be used for transferring f1c traffic in CP-UP separate scenarios after SRB type to be used is determined.

2.2.4 Configuration of the transferring path

As in ENDC case, there should be a transferring path configuration from donor node. 

Proposal 8. RAN2 agree that f1c transfer path can be configured by the donor node.

As a sub issue, the transfer path are categorized as {LTE, NR, both} in ENDC case. However, in these two scenarios, both RAT type is same as NR. So it is straightforward to change the description. One natural thing is to say the cell group link, e.g., MCG, SCG.

Proposal 9. RAN2 agree that f1c transfer path can be configured as one of MCG, SCG and both.

3 Conclusions
In this contribution, we discuss upstream BH link RLF notification, and propose: 
 Proposal 1: the legacy RLF notification to donor CU can be reused to reduce the packet loss in the upstream. 

Proposal 2: after detecting the BH link RLF, the IAB node can send “RLF indication + indication of unreachable nodes” hop-by-hop to help each upstream node react the BH link RLF, where the indication of unreachable node(s) identifies the IAB node(s) which is unreachable by the sending node. 
Proposal 3:   “RLF indication + indication of unreachable nodes” can be included in the BAP header. 

Proposal 4: the F1AP including BH link RLF notification to Donor CU and “RLF indication + indication of unreachable nodes” can be combined into one BAP PDU for transmission. 
And CP-UP separation discussion has the following proposals:
Proposal 5. In CP-UP separation scenario 1, SRB1 and SRB2 can be used for f1c traffic transferring.
Proposal 6. RAN2 discuss on which SRB type is used for f1c traffic in scenario 2 based on the pros/cons assessment.

Proposal 7. RAN2 further discuss on which NR RRC message can be used for transferring f1c traffic in CP-UP separate scenarios after SRB type to be used is determined.

Proposal 8. RAN2 agree that f1c transfer path can be configured by the donor node.

Proposal 9. RAN2 agree that f1c transfer path can be configured as one of MCG, SCG and both.
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